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Optimum Design of Spacecraft
Radiators With Longitudinal
rizos N. krikkis | Rectangular and Triangular Fins

Institute of Chemical Engineering and High
Temperature Chemical Processes,

P0. Box 1414, In the present study the optimum dimensions of longitudinal rectangular and triangular
Stadiou St., Platani, 26 500 Patras, radiating fins with mutual irradiation are determined. The basic assumptions are one-
Greece dimensional heat conduction and gray diffuse surface radiation. The governing equations
are formulated by means of dimensionless variables and solved numerically in order to
Panagiotis Razelos carry out the required minimization procedure. The optimum fin dimensions, thickness and
Mem. ASME height, are presented in generalized dimensionless form and correlations are provided in
Professor Emeritus, order to assist the spacecraft thermal systems designer. The results are analyzed and
College of Staten Island, expressed in explicit correlations. Several diagrams, are also included, that give insight to
CUNY, NY the operational characteristics of the heat rejection mechanism. Moreover, special atten-

tion is given to the error analysis of the numerical methods used, since the accuracy and
the reliability of the algorithms employed for the solution of the integro-differential equa-
tion is important for the calculation of the heat dissipation at the fin base and its subse-
quent optimization.[DOI: 10.1115/1.1497359

Keywords: Finned Surfaces, Heat Transfer, Radiation

Introduction optimum dimensions are obtained directly from explicit relations

Radiating extended surfaces are widely used to reject heat fr(\)NthOUt the need of interpolations from graphs or tables.

a spacecraft, which became very important with the advent, in the

middle of the last century, of space exploration. Substantial effddtatement of the Problem

has been made to understand the fundamental energy exchanggonsider a uniform density longitudinal fin in a tubular radiator
mechanisms involved in order to design radiating equipment. Bgjssembly depicted schematically in Figéa)land 1(b). The fin is
tas and Sellergl], obtained the efficiency of rectangular radiatingnade of material with thermal conductivity;, profile Y=Y(X)

fins. Kern and Kraus$2], expressed the heat dissipation and thgase thickness\2, heightL, and lengthH. The fin base is main-
temperature distribution from a radiating fin in terms of the comained at constant temperatuflg,. Assuming one-dimensional
plete and incomplete beta functions. I[B4], Wilkins[5], Chung heat conductionl(/w>1), no heat sources or sinks in the fin,
and Nguyen[6], and Kern and Krau$2], employed different radiation from all surfaces according to the Stefan-Boltzmann law,
methods to obtain the optimum dimensions of longitudinal radialength of the finH much larger thari. or w, (H/L,H/w>1), the

ing fins. Chung and Zhanfy,8], also determined the optimumsteady-state temperature and radiosity must satisfy the following
dimensions of fins and fin arrays taking into consideration fin ®quations:

fin and fin to base interactions. Chung et[&l], proposed a new
. . - . ; ; . d dT ds
design for space radiators and determined its optimum dimensions — kA=< |=P-—<0Q, 1)
in a fuzzy environment. Krishnaprakps0,11], obtained the opti- dX dXx dXx
mum dimensions for fin arrays and presented the results with cor- L
relations. Sunil Kumar et aJ12], optimized a space radiator with Qr(X)=J(X)—j J(X")dFgx _ax: 2
X'=0

variable base temperature. Ramesh ef#3], optimized a two-

dimensional tubular space radiator and gave correlations for the

optimum dimensions. Schnurr et §lL4], determined and com- J(X)=€UT4(X)+(1*E)f

pared the optimum dimensions of circular and straight fin arrays X'=

of various profiles. The reader will find additional references iwhere Q, is the net radiative flux, and is the radiosity. The

the recent review article on this subject by Aziz and Krfis] boundary conditions are

and in the new book by Kraus et 4B2]. dT
In the present work we determine the optimum dimensions of T0)=T,, —k=o =eaT4L) (4)

constant thickness and triangular longitudinal radiating fins that dXly_,

includes radiant heat exchange between fins. All the surfaces IiH'Eq. (1), A=2Y(X)H is the area perpendicular to the heat flow
volved are considered gray and diffuse with constant thermghg p=2H is the participating perimeter in the radiative energy
properties. Sparrow et 18] examined fins of rectangular pro- exchange. The area factBrdSdX is equal to

file, while Karlekar and Cha§19], rectangular and trapezoidal

profiles. Employing the results of the above references to deter- P dgdX=2H[1+(dY/dX)?]"? 5)
mine the optimum fin dimensions, one should use diagramsiyven the volume of the fin

which apparently will introduce inaccuraciésee Aziz and Kraus L

[15]). In contrast, the present study proposes a method where the V=HA,=H L 2Y(X)dX ©)

L
OJ(X')dFdx—dx' )

Contributed by the Heat Transfer Division for publication in th®URNAL OF . Lo . . .
HEAT TRANSFER Manuscript received by the Heat Transfer Division December 20/V€ seek the fin semi-thicknessand heightL that will maximize

2001; revision received May 23, 2002. Associate Editor: B. T. F. Chung. the fin heat dissipation
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ds Bi [dy)2]2

On the basis of the previously stated assumption regarding the one
dimensional heat conduction into the fin, the order of magnitude
of the radiation-conduction coefficient is one and’Bt1, Raze-

los and GeorgioJ17]. Taking this into consideration E@l12)
reduces td® dSdX~2. Substituting Eqs8) and(9) into Egs.(1)

to (3), we obtain the following expressions:
O=x=1

dF,. .
0"(x)=[u?q.(x)—y'0']ly, (13)
e .
[04()—j(X)] (14)

1
1

|

i

1

{

|

|
I‘l

/ (x)
| q,(x)=
; ' l1—¢

1
hﬂ L 2% j(x)—f K(x,x)j(x")dx = e®*(x)
x'=0
where in Eqs(13) and(17) ® and®' represent the second and
the first derivatives with respect o The corresponding boundary
00)=1 (16)
0'(1)+ euBi'?04(1)=0"'(1)+ B O%1)=0  (17)

(15)

le—

(a)
conditions are

whereB, is a dimensionless parameter:
B =h,L/k=LBi/w=uBi%? (18)

Using the same arguments as before, E#j7) reduces to
®'(1)=0. It is worth noticing that the problem was also solved
using both boundary conditio®’(1)=0 or Eq. (17)where the
same results were obtained and therefore the optimum environ-
ment is independent of the value Bf sinceB <1. This is be-
causee<l1, u is of O(1), ®%1)<1 and BF?><1. The kernel

function in Eq.(15) takes the form
1—e)xx’ sin ’y+’y
( ) ( f) ( 9)

(b) longitudi-
KX = S —2xx cot 7+ v+ X 272

wherey is the opening angle between the fins. In the above equa-
tions the physical quantities, thermal parameters and the fin di-
mensions, have been combined to form a number of nondimen-
sional variables that describe the problem. The equation that

(20)

(b)

Fig. 1 (a) Schematic tubular space radiator; and

nal fin geometry

dT
)
describes the profile of the fin is

qi= —KATy
dX|, _,
y=1+(A—1)X

Note that according to the earlier stated assumptions regarding the
length of the fin, we can takel =1 m without loss of generality
and all quantities will be per unit length. All the above equationghere\=1 corresponds to the rectangular profile ane0.01 to
are nondimensionalized with the aid of the following dimensione triangular. It can be seen from Eq3—15 that the dimen-
sionless temperature is
(21)

less variables:
x=X/L, y=Ylw, O=T/T, (8) O=0(x:u,y,e)
and The heat dissipated by the fin, after introducing dimensionless
i=JI(hTp), q,=Q,/(hTy) (9) variables becomes
s W Bi*20'(0;u,v,€)
=k, L2 (Gure=- u
(22)

Furthermore, the dimensionless parameters that describe the prob-
= BillzD(u,'y,e)
whereD=—-0'(0;u,y,€)/u. It has been pointed out by Razelos

lem is the radiation-conduction coefficient,
and Georgioli17]that the condition that will economically justify

27hr|_27LZB_
T W

(10)

and the radiation Biot number Bih,w/k whereh, = aTg denotes
the black radiation heat transfer coefficient. With the aid of (By. the use of fins is: “the ratio of heat dissipated by the fin to be
much larger in comparison with the heat that would have been
dissipated from the surfacenH, in the absence of the fin.” This

the perimetry factor, Eq5), may be written as:
ds w? [ dy)?]¥2 > '
= — = ratio is the removal number and it is equal to
Pax =21+ 2 dx) (11) q
Using now the earlier defined Biot number and the radiation- r:ﬁ:LbQ‘l: 3112 (23)
d, (2w)eoTyp Bi
Transactions of the ASME

conduction coefficient yields:

806 / Vol. 124, OCTOBER 2002
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Optimization Table 1 Coefficients for the rectangular profile, Egs. (39) and

40
In terms of the dimensionless variables introduced, the optim(i- )

zation statement given earlier becom@szen the profile of the fin S (A c, oA
and the desired heat dissipation determine the dimensions of the
fin that minimize its voluméRazelos and Imrg20], Razelos and a, 174114 -4.50904 10.91660 -5.88675
Krikkis [16]). There is also the equivalent problem statedras: 1.67029 0.30729 -1.02869 0:67358
a given fin volume we seek the dimensions that will maximize the
heat dissipation. Following Razelos and KrikKi$6], a dimen- a, 049070 -0.28698 1.07081 -0.69941
sionless volume s introduced as b, 226446 -331047 3.98299 -1.86400
h2v
I Ri3r2
U= 2C K uBi (24)

_ _ _ ) ) _ Heat Dissipation Given
The fin volume in terms of dimensionless variables is calculated

from Eq. (6) as _ hrkWopt2= 12 (32)
1 (qf/Tb) 4Dopt
V=2LWJ0 y(x)dx=2CyLw=C,\V, (25) . AL opt _ Uy -
. . (qf/Tb) 2Dopt
From Egs.(22) and (24) we may observe that the dimensionless )
heat dissipation and volume can be expressed as functions of V= hikVop oGt L¥ = Cylopt a4
and Bi T(qiTy? YR T 4D3y (39
Q=Q(u,Bi; y,e) (26) N?=NrQ=D§pr (35)
U=U(u,Bi) (27)  Fin Volume Given
We now recast the optimization problem in terms@&andU as: N k |8 * A
Given U, determine the parameters u aBi that will maximize W= v Wopt=W@=(2CvUop0 (36)
Q. For a specified volume, after taking the differential of E2Y.) rhop
and remembering that the parameteand y are specified by the h, |3 L* ngt s
. * _ — —
problem, we obtain Ly (kvopt) L opt W (ZCV (37)
du (au dBi+ au)d 0 (28) q D
=\ = | - u= * _ f _ *\—1/3_ opt
JBI Ju Q Tb(h?kvopt)lm (V ) (0-25Q/uopt)1/3 (38)
The stationary value o for a givenU can be expressed as
Ny =N, Uggt= (Cyliop) *Dopt (39)
dQ:(&_Q_ dBi+ @)duzo (29) The important characteristic of this formulation is that the above
B Ju expressions are independent of the actual valug of V which-
. . . . . : } ever is specified. For specified opening angland emissivitye
which after inserting the constrain E@8)is written as: they depend on the fin's profile. Therefore the dimensionless co-
9Q\[oU 9Q\ [ oU efficients, Eqs(32—39, can be correlated as functionspande.
(E) (E) - E) (E) =0 (30) From the above eight expressions, only the parametggsand

Dope Need to be calculated, since they all dependigpandD g

Introducing now the expressions f@randU [Eqgs.(22) and(24)]
into the above relationship yields:

dD

3Um

-D=0 (31)

The correlations used for both the rectanguhar1) and the tri-
angular(A=0.01) profiles are the following:

(Engt) = (u§pt)sf+ a,exp(—byy)

e_llzDopt: (Dop)si—ap expl—bpy)

(40)
(41)

Therefore, the optimum value, is the root of Eq.(31), and where the opening angle is in radians, and the correlation coeffi-
since in this case there is not analytical expression available, itcignts are polynomials of the emissivity for both profiles
numerically calculated. It must be emphasized here that in Eqg.

(31) the dimensionless volumE or heat dissipatiorQ do not
appear in Eq(31) and the optimum values af andD are inde-
pendent of the particular values & or U whichever is being
given. They depend only on the fin’s profile. Thus the proble
defined by Eqgs(13—15 with the corresponding boundary condi-
tions Eqs(16—17, are solved numerically and the optimization is

z=, cié, 050=<e<0.90, z=a,.b,,ap.bp (42)
i

he polynomial coefficients; in Eq. (42) can be found in Table 1
or the rectangular profile and in Table 2 for the triangular profile.

performed using the univariate minimization routine DUVMIFTable 2 Coefficients for the triangular profile, Egs. (39) and
from the IMSL library, IMSL[21], with a requested absolute ac{40)

curacy of 104 in the calculated optima. In practical applications -

the designers are interested in the actual optimum fin dimensions Co < %) G

Wope @nd Loy instead of those ofigy or Bigy. This is accom- _ _
plished, by introducing the values afy, andL oy into Egs.(10) A 0.19652  2.29083 -0.36976

and (22) to define certain dimensionless profile coefficients first 5~ 2.53536 -3.73719 5.00721 -2.26317
proposed by Razelog22]. Two sets of these coefficients are

given. One when the optimization process is based on specified 9p 0.31289 0.51408 -0.23599 -

heat dissipatiorg;, and the second when the fin volurveis b, 1.79085 -0.90984 0.30884 -

given.
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Table 3 Single fin values for Egs.  (39) and (40) obtained an estimat&, ., of the local truncation error in the
formula of order 4, which may be used to adjust the step size

Profile (”gpt)sf (Dop)s AX,. The step size control algorithm
Rectangular (1 =1) 0.8464  0.5201 TOL \Y5
Triangular (1 =0.01) 0.7773  0.4657 AXni1= 0-9Axn(m) (47)

is in common use and this formula is used whether or not the
tolerance TOL(requested accuracy which is supplied by the user
is exceededE, || . Thus in one case a rejected step is being
In correlations(40) and (41) the corresponding values of therecomputed and in the other case the next step is being predicted.
single fin configuratioriwithout fin to fin radiant interactionare In practice the propagated solution of the problem is the one pro-
used (Razelos and Kakatsio®3]). These values are shown invided by the 5th order formuléocal extrapolatiop as proposed
Table 3. by Shampind?29]. Since the function evaluations in E4.3) are
It is worth mentioning the procedure that Karlekar and Chagot expensive a value of 16 was used for TOL as a compromise
[19] followed for the maximization of the heat dissipation of arbetween accuracy and computer time.
assembly when the volume is specified. The authors defined théThe FIE Eq.(15) was solved using both Simpson’s and Gauss-
dimensionless heat dissipation for the assembly as: Legendre quadrature formulé&® ensure consistengwith an au-
tomatic error control algorithm, Atkinsof80,31]. Both methods

&= % (43) 9ave identical resultéhe diagrams presented are calculated using
[(h Tp)KT,V1] Gauss—Legendre integration formyla¥he Nystion method is

where g;=Ng; is the total heat rejectiony;=NV is the total used for the discretization of the integral equation and an iterative
volume andN is the number of fins in the assembly. SubstitutingV0-9rid algorithm is used for the solution of the linear system

in the above relation we obtain: when it becomes large. The procedure begins by solving for a
discretization parameten=m; (and Imo linear equations), with
&= ’2\1% 1,3=N2’3[ gf 14 — N23Q* =(N2/y*)¥3  an initial guess{)=0 for the radiosity. Then the discretization
Tp(htkNV) Typ(hrkV) parametem is increased until an approximate solution with suf-

(44)  ficient accuracy is obtained. Given a tolerane0, an approxi-
It is evident from Eq.(44) that maximizing¢ is equivalent to mate solution for the radiosity; is computed which satisfies the
minimize V* for a constani as it is done if19]. Moreover, the criterion
present analysis in the paragraph entitled “OPTIMIZATION” is

applicable to this problem provided that the Biot number is now li=Jol-<o (48)
defined by wherej is the exact solutions=10"° was used for the computa-
U\ 23 tions which resulted in a variation of the discretization parameter
Bi= (_T) (45) mbetween 32 and 128. It is worth noticing that the corresponding
Nu discretization parameter used by Karlekar and CH&J wasm

Consequently the problem of maximizing the heat dissipation ofal6. while, no discretization information were given by Sparrow
fin assembly when its volume is given is equivalent to the minft al. [18]. The kernel function Eq(19), at the point X,x")
mization of the assembly volume when the desired heat dissipa{0.0) becomes indefinite. To overcome this difficulty the exact
tion is given. The above statement will be used in the followinyalue of the radiosity is employed, Sparrow et[ai8], Karlekar
examples for comparison purposes. and Chad19],

. €
10)= 7= (1—e){[1—sin(y—120 deg]/2}

) . . . It should be noted here that the fin heat dissipation is computed

The integro-differential equatiort13—15, was solved numeri- directly from the solution of the ordinary differential equation, Eq.
cally using an iterative proceduf&odest[24]). First a tempera- (46), using Eqs(22) and (49). In this way the calculated solution
ture distribution is calculated and then inserted into the FIE Egg very accurate since EG49) is exact and the truncation error in
(15), which is solved for the radiosity and the procedure is rene temperature derivative is of fifth order. The discrete tempera-
peated solving the ODEL3) for an updated temperature distribu-y,re distribution® (&), 0<& <1, obtained from the ODE solver
tion. Convergence is considered successful when the infinite NogRy the corresponding discrete radiosity distributiq,), 0
of the temperature derivative is less tharr 40In order to accel- <¢,<1, are used for the construction of a temperature and a
angle first(i.e., y=150 deg). The starting temperature employed is
the one corresponding to the single fin configuration, Razelos and (x—&) 1t
Kakatsiog 23], which is quite close to the exact one since at these 01(x)= 2 Ci— v §isSXs&i41 (50)
hi g i S > =1 (j—1)!

igh opening angles the mutual irradiation is less significant. The
second order, two-point BVP is transformed into a first order IVEnd
with the following relations,

(49)
Numerical Solution

k

k .
x—&) 7t
©,=6, 6,=6’ (46) i00=2 cm-((j%f),, fn=x<ép1 (51
which is then solved using a multi-shooting technique, Ascher = '

et al.[25], Keller[26], and a newton method for the iterations omhere the breakpoint sequencésand &, are provided by the

the unknown initial condition. The algorithm used is a variabl©®DE and the FIE solvers respectively. For the interpolants con-
step embedded Runge-Kutta algorithm of ordét)5Papakostas structed abov&= 8, was useddegreek— 1) so that the right hand

et al.[27], Tsitouras and Papageorgi®8]. A procedure utilizing side of Eq.(13) has continuous derivatives. In this way full ad-
such a pair advances the integration framto x,,=X,+AX,, vantage is taken of the accuracy characteristics of the ODE solver
computing at each step two approximations of the solution sfnce an optimum Runge-Kutta algorithm of order 5 must agree
orders 5 and 4 respectively. From the embedded form it can With the Taylor expansion of the same order and minimize as
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Opening Angle y(*) Opening Angle 7 (*)
Fig. 2 Optimum parameter euZ, as a function of the opening Fig. 3 € Y?Dgy versus the opening angle for various emissivi-
angle for various emissivities and rectangular profile ties and rectangular profile

many as possible error coefficients of higher orders. It is thereforeEXample 1. Determine the optimum dimensions of the tubu-
evident that the derivative continuation is essential for an accura@é radiator of Fig. 1, operating in free space at 0 K, where the
and reliable solutioritemperature distributionFurthermore there base temperature i&,=500 K. The emissivity is 0.75 and the fin
is no need to integrate over the fin surface the radiosity and ti€rmal conductivity is=173 W/(mK). The radiator is designed
irradiation, reducing in this way the accuracy of the numericaP dissipateqr=2400W per unit tube length withi=6 fins of

scheme, as it is obvious that an accurate and reliable calculatiof@ftangular profile.

the fin heat dissipation is very important for the minimization ggjytion. First we calculate the opening angle=360 deg/
process. In the solution the equivalence relation,(B@), is taken g_go deg. Thery; andh, are calculated as followsy; =gy /N
into consideration, that is for a given value Bf an optimum '

(maximum)value ofQ is calculated which is equivalent to calcu-
late an optimunm(minimum) U from the given value o). Calcu-
lations were carried out using values of the dimensionless volume E
in the rangeJ =10~ %+ 102 obtaining the same optimum. These 14
calculations were obtained to verify and numerically that the re- A
sults obtained earlier who have shown that the optimum values of ., 513 §

u andD are independent of the values dfor Q whichever was 2 12
specified for the optimization process. é 3
“g, 1.1 N
. . ©
Results and Discussion é Lo |
Figure 2 shows the optimum paramet;fcuﬁpt as a function of § 0.9
the opening angle for various emissivities between 0.50 and 0.90 0s | /S fin (2 ), = 0.7773

for the rectangular profile. As the opening angle:180 deg the .
optimum radiation conduction coefficient becomes independent of g5 Eus iy si it G ]
the emissivity. For this limiting value the view factor in EG) 40 50 60 70 80 90 100 110 120 130 140 150
also vanishes and the radiosity eque®*. Thus in the governing Opening Angle »(°)

Equation(13), as it is expected, there are no terms involving ra-

diation interaction and the problem reduces to a single fin coRig. 4 Optimum parameter euﬁpt as a function of the opening
figuration. This is a well-studied case, WilkifiS], Razelos and angle for various emissivities and triangular profile
Kakatsios[23] (Table 1)and the optimum radiation-conduction

H H H 3 H 0.50 T T T T v T T T T T T
parameter is mgp,)sfzo.8464. This trend is a confirmation of the L
consistency of the numerical solution achieved. For comparison : .
purposes the corresponding results of Sparrow €t1&] are in- 045 1 Single fin (D), = 0.4657

dicated in Fig. 2. The data have been obtained from copies of their & “?)156%
original figures and this circumstance explains the occasional scat-g_ 040 |
ter in their points, which appears in our figure since no smoothing & r
has been applied on the data. The agreement is better at higrg 035
opening angles, while there are deviations at smaller angles. Since g
the mathematical formulation of the problem is the same the dif-
ferences can only be attributed to the numerical methods em-
ployed. Figure 3 shows the optimum functien?D ,,, versus the

opening angle for various emissivities between 0.50 and 0.90 for

re D

030

Optimum

Triangular Profile

the rectangular profile. Again ag—180 degD ., becomes inde- 020 Lo b ol s e s e e s e e
pendent of the emissivity and tends to the single fin configuration 40 50 60 70 80 90 100 110 120 130 140 150
value, which is Dg,)s1=0.5201. Figures 4 and 5 show the cor- Opening Angle 7(*)

responding results for the triangular profile. For the purpose of
illustration and comparison the use of E(®2) to (38) is demon-  Fig.5 €~“2D,, versus the opening angle for various emissivi-
strated by two examples. ties and triangular profile
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Table 4 Results and comparisons for example 1 two problems are equivalent, as in the works of Razelos and Imre
[20], Razelos and Kakatsi¢&3], Razelos and Krikki§16]. The

3
Reference Wop [mm] Ly, [mm] Vo, [mm'/m] g o"imbortant conclusion is that using the simplifying assump-
Present study 1.26 217.0 546 tions of the length of arc idealization and/or the insulatedtip
Sparrow et al. [18] 1.42 235.0 667 optimum fin dimensions and the profile coefficietefined in Egs.
Karlekar and Chao [19] 1.43 2345 671 (32—39 depend only on the opening angjethe emissivity and
Schnurr et al. [14] 1.30 2174 565 the profile of the fin and not on the specific values of Q or U

The second important conclusion, for the problem treated by
_ Karlekar and Cha¢19], is thatthe maximization of the heat dis-
Table 5 Results and comparisons for example 2 sipation of a fin assembly when its volume is given is equivalent to

Reference o mm] L, [mm] ¥, [mm’/m] ;cjhe minimization of the assembly volume when the desired heat
issipation is givenFurthermore we suggest a fast and accurate
€=0.90 procedure suitable for all practical engineering purposes. The
Present study 1.30 194.4 253 present procedure can be easily adapted for computer calculations,
Karlekar and Chao [19] 1.38 197 272 although there is a direct calculation from diagrams.
Schnurr et al. [14] 1.475 184.1 272
€=0.50
Present study 1.30 258.8 336 Nomenclature
Karlekar and Chao [19] 1.374 258.9 356 A = surface aregm?m]
A, = fin profile aream?]
Bi = (h,w/k) radiation Biot number
B, = dimensionless parameter, HG8)

— _, — 3_ —8 3

=2400/6=400 Wim and h=oT _5'67X19 (500 Cy = [1/2(1+)\)]ratio of fin volume to the volume of
=7.09 W/(ntK). From Eq.(42) and Table 1 we obtain the corre- constant thickness fin

lation coefficients asa,=2.018, b,=1.6062 andap=0.5668, view factor

bp=1.2818. From Eqs(40) and (41) we obtainu,,=1.276 and D = function defined by Eq(22)

Don=0.322. From Figs. 2 and 3 we obtain respectively, 3 P -
—T269 andD o,—0.308 which differ by 0.55 percent angb 45 E\?\-/T(%Z?!%Ck radiation heat transfer coefficient
percent respectively from the correlations. Then the dimensionless
semi thicknessw* and height L* are calculated asw*

H
J
=0.25/D5,=2.4112 and.* = 0.5U,/D o= 1.9217. Now the op- J
timum fin dimensionsw,y, and L,y can be obtained from Egs. k
K
L
N

=
I

fin length[m]

dimensionless radiosity

radiosity [W/m?]

fin thermal conductivityf W/(mK)]
kernel in integral equation, E¢19)

fin height[m]

number of fins in the assembly
removal number

order of magnitude

perimetry[m/m]

fin heat loss per unit lengtiw/m]
dimensionless radiative heat flux
dimensionless fin heat dissipation
radiative heat flufW/m?]

arc lengthlm]

temperaturgK]

(X/L) dimensionless distance along fin
distance along fifim]

(Y/w) dimensionless fin semi-thickness, Eg0)
fin semi-thicknes$m]
radiation-conduction coefficient, E¢LO)
dimensionless fin volume

fin volume[m®/m]

(32) and (33) respectively:wq,=1.26 mm andL ,=217 mm.
The optimum fin volume is calculated a¥ oo=2Wqpl opt
=546 mn¥/m. From the fin height now the value of parameBer
is obtained asB, =h,L/k=8.89x10"2 which provides justifica- Ny
tion for the use o®’(1)=0 instead of the boundary condition Eq. 0
(17). The results are summarized in Table 4 together with the P
corresponding results obtained by the methodologies of references q¢
[18],[19]and[14], where an outside tube radiys= 0.015 m was
assumed.

Example 2. Determine the optimum fin dimensions of a ra-
diator consisting of a tube fitted with uniformly spaced triangular
fins which is designed to dissipatg =2000 W/m when operating
with a base temperature of 500 K. Furthermord,
=173 W/(mK), €=0.90, andy=72 deg(N=5 fins). Repeat the
calculations where=0.50 andy=51.43 deg(N=7 fins).

Solution. Using the same methodology as in the previous ex-
ample we obtaing;=2000/5=400 W/m, u,,=1.0834 andD
=0.31437. Then the dimensionless semi thicknessand height
L* are calculated as* = 2.5296 and.* =1.7231. Now the opti- (2Lw) rectangular fin volumgm®/m]
mum fin dimensionsv,y, andL, can be obtained from Eqé32) base semi-thicknegsn]
and(33) respectivelywo,= 1.3 mm and_,p=194.4 mm. The 0p- Greek Symbols
timum fin volume is calculated asVqu=2Wqul opCy N
=253 mni/m. For the second case whesre0.50 andy=51.43 Y=
deg(N=7 fins)the corresponding results are summarized in Table ”f
5 together with the corresponding results obtained by the method- €
ology of Karlekar and Chad 9]and Schnurr et a[14], where an
outside tube radius;=0.01 m was assumed.

sS<Ce << xx 40P02

opening anglédeq]

[2 tan Y(w/L)] triangular profile semi anglgdeg]
emissivity

(T/T,) dimensionless temperature

tip to base fin semi-thickness ratio

dimensionless assembly heat dissipation used by Kar-
lekar and Cha¢19]

Stefan-Boltzmann constant

m>’®

Conclusions

In the present study the problem of designing the optimum ﬁﬁ bscri S .
for the tubular space radiator is solved. The governing equatio ybscripts—Superscripts

are formulated by means of dimensionless variables. The optimi- (')

derivative with respect ta

zation is carried out for two cases, that is: First, when the heat b = fin base

dissipation is being given and the fin volume must be minimized, D = reference to functiol, Eq. (22)

and second when the fin volume is being given and the total heat f = fin

dissipation must be maximized. It has been shown here that theopt = optimum
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r = radiative transfer

sf = single fin configuratioiwithout mutual irradiatiohn
T = total (assembly)

u = reference to conduction-radiation paramater

Abbreviations

BVP = Boundary Value Problem

FIE Fredholm Integral Equation
IVP = Initial Value Problem

LAl = Length of Arc Idealization
ODE = Ordinary Differential Equation
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Nonstaggered APPLE Algorithm
for Incompressible Viscous Flow
. in Curvilinear Coordinates

g-mail: sllee@pme. nthu.edu.tw The NAPPLE algorithm for incompressible viscous flow on Cartesian grid system is
Y. E. Chen e_xtended to nonorthogon_al (_:urvilinea_r grid_ system in this paper. A pre_ssure-link_ed equa-
=i tion is obtained by substituting the discretized momentum equations into the discretized
) o continuity equation. Instead of employing a velocity interpolation such as pressure-
Department of Power Mechanical Engineering, weighted interpolation method (PWIM), a particular approximation is adopted to circum-
National Tsing-Hua University, vent the checkerboard error such that the solution does not depend on the under-
Hsinchu 30043, Taiwan relaxation factor. This is a distinctive feature of the present method. Furthermore, the
pressure is directly solved from the pressure-linked equation without recourse to a
pressure-correction equation. In the use of the NAPPLE algorithm, solving the pressure-
linked equation is as simple as solving a heat conduction equation. Through two well-
documented examples, performance of the NAPPLE algorithm is validated for both
buoyancy-driven and pressure-driven flowfOI: 10.1115/1.1484109

Keywords: Computational, Finite Difference, Flow, Heat Transfer, Numerical Methods

Introduction factor. Such numerical difficulties were encountered also in a

Many important industrial flow processes have boundaries g&rjmlar formulation propqsed by Peri¢0] for nonstaggered cur-
vilinear nonorthogonal grid systems.

irregular shape. Heat exchangers, airfoils, turbomachines, coolin :
objects, and combustors are some of the examples. For these fL More recently, Lee and Tzorlg1] developed the APPLEAr

. . i . ; e ﬁivc\:'ial Pressure for Pressure-Linked Equajioand NAPPLE
configurations, the Navier-Stokes equation might be efficiently, . . .
. ) . {(APPLE on Nonstaggered gridslgorithms for Cartesian grid

solved on a Cartesian grid system with an adequate numeri

a : . .
scheme[1] in case the boundary layer thickness is SuffiCientISyStems' I_n both algorithms, the pressure-llnked_equatlon_|s solved

i ) irectly without recourse to a pressure-correction equation. The
large. However, very fine grids are generally needed when the

boundary layer is thin. Under this situation, use of a body-fitt e;sure-llnkeq equation l.Jsed n the AP'.DLE algorlth_m ialga-
- . . raic combinationof the discretized continuity equation and the
curvilinear grid system would be more practical.

In an early study, Rhie and Choy2] derived a pressure- discretized momentum equations. Thus, the solution satisfying the

. . . rPressure-linked equation and the discretized momentum equations
correction equation for nonstaggered curvilinear nonorthogonal

grids. The cross derivative terms due to grid skewness w |iealso theexact solutiorof the discretized continuity equation and

; . . Lo e discretized momentum equations. This is evidenced from the
dropped to retain the structure of the five-point approximation. . . . .
. . .~ fact that the APPLE algorithm is able to produce velocity having

ensure a strong pressure-velocity coupling, a pressure-weighté . .

) . . mass-free residual. In the NAPPLE algorithm, however, an ap-
interpolation methodPWIM) was proposed. This precluded the oximation is imposed on the pressure-linked equation to circum

checkerboard error for the pressure and allowed the SIMPLE B P P q

. ) nt the checkerboard error. Due to the truncation error arising
gorithm be performed on nonstaggered grid systems. The PW rom this approximation, the pressure-linked equation is no longer
was extended to three-dimensional probldrdgl] and unsteady pp ' P q 9

situation[5]. However, the solution provided by PWIM depend an exact combination of the discretized continuity equation and
’ o p y P ?he discretized momentum equations. As a result, there is a certain
on the under-relaxation factor as pointed out by Pataffkafur-

thermore, the PWIM could produce physically impossible velocitleveI of mass residual aft.er the splutlparfectlyconverges..Nev-
. : o rtheless, the mass residustbadily approaches zero while the
when the pressure gradient has a rapid variation as remarked

Miller and Schmid{7]. gr%i mesh is decreasing as demonstrated by Lee and T4dhg

Shyy and conorkertsg)were one ofthe eary groups 0 apply, .3 SN B L R SOTREEIR EE R
computational fluid dynamics on nonorthogonal grids. Staggerﬁg P d

grid systems were used. Like in the standard SIMPLE algorith ions are substituted into the discretized continuity equation to
on Cartesian grid syste.m Shyy et B8] proposed a pressure- orm a pressure-linked equatiofor pressure-correct equation

. . ' . This implies the need of a velocity interpolation procedure if a
correction equation that took the mass residual of the starred Ve aaered arid svstem is emploved. Thus. the resulting pressure-
locity (velocity from previous iterationas the only nonhomoge- 99 9 Y ployed. ! gp

. - . linked equation for staggered grid systems is not an exact combi-
neous term. This was done in hopes that the mass residual would. . . - i .
) : nation of the discretized equations due to the interpolation errors.

approach zero to achieve zero pressure correction after a numper S . . ;

" : - : der such a situation, no zero mass residual is guaranteed. This
of iterations. Unfortunately, the mass residual never disappeare . P
) . . i . ight account for the great numerical difficulties encountered by
in their studieg8,9]. This led to a nonzero pressure correction a

; " hyy and coworker$8,9]. For nonstaggered grids, a particular
thus a changing pressure that never converged. In addition, tr}elryy $8,9] ggered 9 P
. Ireatment such as PWIM proposed by Rhie and Cfdjand the
numerical results were found to depend on the under-relaxation . .
mterpolation procedure used by Pefi®] is needed for the suc-
. . o cess of pressure-velocity coupling as mentioned earlier. Unfortu-
Contributed by the Heat Transfer Division for publication in th®URNAL OF | h idabl . d ical
HEAT TRANSFER Manuscript received by the Heat Transfer Division September ﬂate y, these treatments are unavoidable to introduce numerica

2000; revision received April 1, 2002. Associate Editor: D. A. Kaminski. errors to the pressure-linked equation such that mass-free residual
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is not guaranteed either. The nonzero mass residual continuow -
produces pressure correctiop’ ¢0) and thus gives rise to end-4
less iterations.

Logically, the mass residual will not vanish for both staggere
and nonstaggered curvilinear grids due to the need of veloc
interpolation. Obviously, the principal merit of the APPLE algo-
rithm that guarantees zero mass residual on staggered Carte
grids will be lost when extended to curvilinear grid systems. In tk
present study, the NAPPLE algorithm for Cartesian gfitly is
extended to curvilinear grids. Its performances will be examine
through two well-documented examples.

k=(i- )t

The NAPPLE Algorithm Fig. 1 A schematic coordinate transformation from (a) the

The dimensionless conservation equations for heat convecti'oor?‘}'Slcal plane  (x.y) to (b) the computational plane  (£,7)

in a two-dimensional incompressible viscous flow can be written

as
u, PrReJ 2 1 prRe U2 1 prRe v .
—+—= r — +Pr — +Pr —
x Ty =0 (1) &5t LY &V,
me L 2, M) ap*+a2u+a2u ) :i(ﬁﬁ_&)Jri(Z‘?_a)_i(@)_i(ﬁa_a)
GtV T Tt a2 (2 9§\ 9&) an\Jan| 9E\Jan] dnld 9
, , )
v dv v ap* 9°u 9u Gr
Rec(—-l-u—-i-v—):—L+—2+—2+—(0—0ref) Where
at T ox | ay ay o2 gy? ' Re
3) U=y, u=x,v, V=-=yl+Xn (10a)
— 2 2 _ 2 2
90 90 96\ 20 %0 I=XY = Xg¥er  @=XyHY5, BEXXTYeY g, Y—Xgagé)
PrRe E‘FU&‘FUW :W+(9_)/2 (4)

The subscriptg and  appearing in the geometric quantities,
X, Ye, Y, represent partial derivatives with respectétand 7,

where the gravity acceleration is assigned in thg direction. .
respectively.

The variables in equatiori)—(4) have been non-dimensionalized . . - .
9 2)-(4) For convenience, the grid system in Fig. 1 is generated such

with the characteristic length, characteristic velocityJ., and hat the arid poi h ional di
characteristic temperature differendél. The Grashof number, that the grid points on the computational coordinates are express-

the characteristic Reynolds number, and the dimensionless p ée as
sures are defined, respectively, by &=(i—1)A¢ i=12...m 1)
gBATL® UL P— P . 7=(-DAn j=12...n
Gr=—%—, Re= , P=—2, P*=pRe . . . e
v v pUg The point P(¢;,7;) is numbered as th&th point with k= (i

(5) —1)n+j. Physical coordinatesx(y) and variables at point P
) ) ) . are simply denoted byx{,y,) and ¢,, respectively. Upon dis-
whereP is a reference pressure. After introducing a coordinatgetizing Eq.(7) at point P with a finite-difference-like method
transformation from X,y) to (¢.7) as illustrated in Fig. 1, Eds. sych as the weighting function scherf2,13], one obtains an

(1)-(4) become algebraic equation of the form
U . oV o ©) (asw)Uk—n—1F (Qw)Uk—n+ (Anw)kUk—n+ 1t (Ag)KUk—1
& dn + (an) Ui+ 1+ (Bse) Ui+ n-11 (@) kUk+n

au au au + (ane)kUksnr1— (8p) KUk
RGCJE‘FRE‘CU &—+Recva—

§ 7 ( ap*  op* ) 12)
—_ —_— —_— = a
- ( ap* (?p*)+(9(a(9u gy au Vi Yooy WK
=Yy d€ Ve an a_g J (7_5 ﬂ 3% Like the conventional notation systefi1,12,14], the subscripts

SW,W,NW, S,N, SE,E, NE in Eq. (12) represent quantities at

_ i(/j ‘9_“) _ i(é ‘9_“) @ the grid points adjacent to poiftas demonstrated in Fig. 1. More
dE\J dn) aIn\Jd d¢ detailed information on the discretized Ed2) will be discussed

later. Note that the factora(), is the source term excluding the

Re.d % +ReU S +Re Vo P ext, east £a(12) n the form
ot 9E an '
* *
A R BT e
e [ B LA PR R R o ( nbEs_l ()t~ (8} (14)
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where the subscriptb stands for the neighbors of poiRt Simi-
larly, discretization of Eq(8) at pointP yields

=0 ! " — + il ) 15
UK ey g oy (13)
1 8
V= ( > (anb)kvnb_(au)k> (16)
(ap)k \ nb=1
Substituting Eqs(13) and(15) into Eq.(10a), one has
_ o [adp* B dp*
Uk_uk_(J_*r?_f) +(a—* f?n)k .
B dp y Jp*
el o af) (a—*%)k 4o

whereﬂk:yﬂﬂk—x”ﬁk, Vk:—yguk+x§ﬁk, and 0*),=(ap)k.
Finally, substituting Eqs(17) and (18) into the discretized conti-
nuity equation(see Eq.(6))

Ugen=Ukon | Vir1— Vi
2A¢ 2A 7
followed by making the approximations

(a &p*) a (9p*)
¥ g\ g,
20¢

bR

J* an
2A7n

|

2A¢

4
)m_( B (7p*)

k-1 9 (B
2A 7 an\J* o9&
one arrives at a pressure-linked equation for the poipty()

J [ a dp* a(yap*) 8(,83p*)
9\ 98 ) T\ oy ) T 9E\F oy
=g (21a)

a (B ap*\ .
)

J* 9¢
~ l’-\Jk+n_0kfn \A/k+1_\’\/kfl
é=—0xr "~ 23, (21b)

=0 (19)

y z?p*)
o),y

£2

B Jp*
J* an

J*
Jé”?kn

J_*(777

&

B 0p*)
J* 9

J* 9E

where J represents the pseudo-Jacobiap) if ¢=p*, A=B
=C=0, andS=—¢. Let a grid system witl\é=A»n=1 be gen-
erated for the problem. Next, applying the weighting function
schemd12,13]to Eq. (22) at point P(x,,yy), one gets an alge-
braic equation of the form

(aswkPr-n—1F (AWkPk-nTt (AnwKkPr—n+1T (Ag)kPr-1
—(ap)kdrt (an)kPi+ 1t (AspkPrin—171 (Q) kP n

+(ane)kPk+n+1=(AR)k (23)
where

ay, ae
(aw)k=J_Wf(Zw)v (aE)k=J_Wf( —Z),

(as>k—7 Wi(zo), («amk—7 Wi(—2y),

Wf(zs)wf(zw) '

(aSW)k:_Z(’f_:‘:IV

(an)kZZ(fﬂv) Wi(Z)Wi(zy),
(aSE)k:z(%

) Wf(zs)wf(ze) ’

(aneh=—2

o2,

Cy
+(ap)kt =

(ap)k= (aw)k T (ag)k+ (an)k At

Cx
(aR)k=—| S+ A—t(%)k

Note that the implicit method has been applied to the unsteady
term, i.e.,

Ib b= o
ot At
Before the momentum Eq$7) and (8) are solved, the pressure
gradient is estimated from the guesged updated)pressure so-
lution with a central difference scheme.
In Eq. (24), the weighting functionsv¢(z) andw(z), and the
grid Peclet numbers,,, z., zs, z, are defined, respectively, by

¢0:¢(§,7],t*At) (25)

WH(2)= T g =5 ~10(1-012)°1+ [0 o

Wy(z)= ~(2+0.33327+0.01724)*

z
exp(z) —exp(—z)

- . - and
It is interesting to note that the coefficieratd), acts as a pseudo-

Jacobian for the pressure-linked equation if &.) is regarded as

a heat conduction equation with heat generation. For a Cartesian

grid systemé=x and »=Yy), the pressure-linked Eq21) reduces
to Eq.(23) of Lee and Tzong11].

Solution Method

Equations(7), (8), (21), and(9) constitute a system of partial

differential equations for the physical quantities, p, andé. All
of these equations possess a common form, i.e.,

i dp _dp I [add Yy dg B

CaH A" %:a—g(m)w(aan) ag(m)
B o

35S 22

814 / Vol. 124, OCTOBER 2002

Awdw Bndn
Zy= . Z . Z , Zn= .
v Ay ¢ Qe s Vs " Yn

where[ a,b] stands for the greater af andb. For simplicity, the
arithmetic mean of properties at two adjacent grid points is used
to approximate the mean value over the interval between them.
For instance,

AW: (Ak7n+Ak)/21

(27)

‘]W: (Jk,n“l‘ Jk)/Z,

Bsw= (Bx—n-11 Bi)/2

System of algebraic equations defined by E@8) and (24) can

be efficiently solved with the SIS solvéi5]. The convergence
problem due to high grid aspect ratios encountered by P&ot

can be remedied by using the SIS solver instead of the SIP solver
[16]. This point has been well clarified by LEE5].

(28)
ay=(a_nt+al2,
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It is quite straightforward to show that the weighting factors for y

the pressure-linked Eq21) reduce to ‘
Ay Qe Vs
awk=— @Aeh=%—, @@=,
( W)k (J*)W ( E)k (J*)e ( S)k (\]*)s
Y
(aN)k:(JTn),
n R
B B -
(@swi=~0575 1 (@nwh= 0575, - X
sSw nw (29) EV
BSG BHE
a =0.5—]—-—, a =-0.5 ,
( SE)k (J*)Se ( NE)k (J*)ne
~ 0
(ap)k=(aw)kt (ag+(an)+(a)k, (ar)k=— (&)«
Suppose the velocityu,v) on the boundang¢=0 is known such
that the contravariant velocity,_, with n+1<k=<2n can be
determined from Eq(10a). This gives rise to
U n=Uin and (3*)n=(ap) n=>  (30)
from Eq.(17), and thus
(e
(aw)k:ﬁ =0 (31) Fig. 2 Geometry description and a grid system for example 1
w

As a result, no pressure boundary condition is needed on a bound-
ary where the velocity is known. This is one of the major differ-

ences between the pressure-linked &) and the conventional Nevertheless, the fictitious time stép could be assigned infinity
pressure Poisson equation. Although both equations are of fageach the steady-state solution dire¢tige Eq(24))in case the
Poisson type, the former comes directly from the continuity equgeynolds number and the Rayleigh number are not large. The
tion, while the latter is essentially a divergence of the momentupasyits will be compared with that based on the stream-vorticity
equation. Their numerical characteristics thus are qUite diﬁerq@ﬁ'mwaﬁon as well as the available numerical solutions and ex-

as remarked by Lee and Tzofl]. . _perimental data from previous investigations.
It is very important to note that, to obtain a pressure solution

without checkerboard error, the present study employs the ap-

proximation (20) instead of using a velocity interpolation proce- Example 1 Natural Convection in the Annulus Between Two
dure such as the PWINR] and a similar methodl10]. This pre- Horizontal Cylinders. Consider two horizontal cylinders of ra-
cludes the possibility of resulting a spurious velocity arising frordiusR; andR,. Center of the inner cylinder lies above that of the
improper velocity interpolation. In addition, unlike in conven-outer cylinder by a distande, as shown in Fig. 2. The surfaces of
tional numerical method$2,8—10], the solution based on theboth cylinders are maintained at their own uniform temperatures
present method does not depend on the under-relaxation fact®.andT,) such that a natural convection prevails in the annulus
This is the most important feature of the present method. Due ltetween them. Let the characteristic velocity be assigned as
the truncation error arising from this approximation, however, the «; /L. This leads to Re=1/Pr and thus Gr/Re=-Ra. The char-
discretized pressure-linked Eq&3) and (29) is no longer an acteristic length., the eccentricitye, , and the dimensionless tem-
exact combination of the discretized continuity E§j9) and the peratured are defined by

discretized momentum equations as mentioned earlier. A certain

level of mass residual thus could remain after the solution per- L=R—-R_. e=E /L 6= T_T0: T-To (32)
fectly converges. Nevertheless, the mass residual is expected to o Tt v e AT T,—T,

disappear when the grid size approaches zero. The associated boundary conditions are

Performances of the NAPPLE Algorithm u=0. duldx=0. 6l9x=0 on the y-axis
Two well-known examples are employed in this section to ex- u=0, v=0, ¢=1 on the inner cylinder  (33)

amine the performances of the NAPPLE algorithm. Example 1, a u=0 ov=0 #=0

natural convection in the annulus between two horizontal cylin- ' '

ders, is conducted to study the performance of the NAPPLE algo-In the present study, steady-state solutions are obtained for the

rithm in the presence of buoyancy term. In example 2, the protiree cases having the parametegs,Ra)=(0.652, 4.80X.0%),

lem of fluid flow through an axisymmetric constricted tube is useg, 4.70x10%), (—0.623,4.93X0%, while R,/R,=2.6 and Pr

to investigate the performance of the NAPPLE algorithm whe&0.706. The numerical procedure is similar to that for the Carte-

the flow is driven by a pressure difference. It is important to notsian grid systenj11]. Once the temperature solution is available,

that the coefficient matrix formed with E¢23) is no longer di- the equivalent thermal conductivity along the boundaries is evalu-

agonally dominant for steady-state problems due to the grid skested from

ness(B+0). This might lead to a numerical difficulty in achieving

on the outer cylinder

a convergent solution as reported by Shyy ef&land Perid 10]. K )-=5In(&) ( _ ‘?_‘9) (Keo) =&In(&> ( _ ‘9_‘9)

In the present study, both examples 1 and 2 are treated as unsteady< VLR an)’ evo | R an
problems with made-up initial conditions, although they are actu- (34a)
ally at steady-state. Such a treatment could produce a strictly di-

agonally dominant coefficient matrix for the discretized momen- ‘9_0: _ E (a_a) Y (8_0) (34b)
tum equations, and thus gains a good numerical stability. an J\o&) J\an
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e,=0.652, Ra=4.8x10"

NAPPLE(133%81)
or NAPPLE(67x41) T 10 = — = - SV(109%61) 7
- — — — — NAPPLE(109%61) i L T ETOJahﬂ le; 32(1981), Sv(61x21) |
NAPPLE(133x81) wang(1994)

O O Kuehn and Goldstein(1978), exp. -

0 30 60 90 20 150 180 0 30 60 90 120 150 180
¢(degree) ¢(degree)

Fig. 3 Influence of grid mesh on the equivalent thermal con- Fig. 4 Comparison of ke among the numerical predic:ions
ductivity Kkeq and the experimental result for (e, ,Ra)=(0.652,4.8X10%)

where n is a coordinate normal to the boundary specified bgositive (counterclockwisk circulation flow near¢=0 deg. It
p=constant. When the boundary grid is orthogoha=0), the MOVES the isotherms downward and thus decreases the tempera-

first term on the right-hand-side of E(84b) vanishes. ture gradient on the outer cylinder. quever, the Benard instabil-
For the case o6, —0.652, three grid systems with §41, 109 Iy (occurs when heated from belpwnight have brought about
%61, and 133x81 grid points are employed. These grid syste ee-dimensional vortices in Kuehn and Goldsteln’s experiment
are generated with the weighting function scheme proposed _]. Under such a situation, strength of the little positive circu-
Hsu and Leg13]. The boundary values of the control functiondation flow could be weakened. As a result, a larger heat transfer
required for orthogonal boundary grids with desired grid mesh&&t€ was observed in the experiment. -
are determined along all of the boundaries. The control functionsComparisons of the resulting equivalent thermal conductivity

inside the computational domain are then interpolated with among the present .resu.lts and that from previous investigations
[17—-2Q are shown in Figs. 6 and 7 for the cases ef ,(Ra)

PP 9P ”Q #Q 0 a5 —(0.4.70x10Y and (-0.623,4.93:10%), respectively. Again,
(35) excellent performances of the NAPPLE algorithm are confirmed.

—=+-—==0, —(z+-—==
9E> ot T 9E2 T an?

The resulting grid system of 6741 points is illustrated in Fig. 2.

Based on the three grid systems&¥1, 109x61, and 133X 81,
influence of the grid meshes on the equivalent thermal conductiv-
ity Keq is revealed in Fig. 3 for the case,(,Ra)=(0.652, 4.80
X 10%. From Fig. 3, the grid system of 1381 points is found
adequate for this case. In this connection, the mass residual re-
duces monotonously as the mesh size reduces, similar to that in
the Cartesian coordinat¢dl]. To examine the accuracy of the
NAPPLE algorithm, this same problem was solved with the
stream-vorticity formulation. The weighting function scheme
[12,13]was employed to discretize the partial differential equa-
tions. The grid mesh was reduced until grid independence was
achieved. For convenience, results based on the stream-vorticity
formulation will be referred to as “SV results” in the present
study. Figure 4 shows both NAPPLE33x81)and SV(109x61)
results ofk.q. The available numerical and experimental results
from previous investigations are plotted in Fig. 4 also for com-
parison. From Fig. 4, one observes an excellent agreement be-
tween the NAPPLE and SV results. This evidences the accuracy
of the NAPPLE algorithm. The SV results from Projahn ef &¥]
poses numerical errors from the coarse gfigtsx21)as well as
the central difference scheme used by them. The interpolation
procedure proposed by Hwari@8] seems to under-predict the 0
heat transfer coefficient at a great amount.

It is very interesting to note that in the region &30 deg on
the outer cylinder there are great discrepancies between the ex-
perimentally measurefil9] and the numerically predictek, . —— NAPPLE (133x81)
This might be attribute to the possibility of the Benard instability — — — — SV (109%61)
occurring in the experiment. To clarify this point, the isotherms
and streamlines from the present NAPPLE and SV results &g. 5 Isotherms and streamlines for the case (e,,Ra)
depicted in Fig. 5. As observable from Fig. 5, there is a little=(0.652,4.80X 10%)

Isotherms  Streamlines
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e,=0, Ra=4.7x10*

10 NAPPLE(133x81) .
N - — — - sv(109x61) c
[ Q — — — Kuehn and Goldstein(1976), SV(16x19}] 51

————— Projahin et al.(1981), SV(61x21) i

X
W — Hwang(1994) <> M )
- \}\\ O O Kuehn and Goldstein(1978), exp.

O0 30 60 90 120 150 1\§0
d(degree)

Fig. 6 Comparison of k., among the numerical predictions
and the experimental result for (e, ,Ra)=(0,4.70X 10%)

\0-08 (OAOS

Example 2 Fluid Flow Through an Axisymmetric Con- Fig.8 (&) Flow configuration, (b) grid system and streamlines,
stricted Tube. In their experimental study on a fluid flow @nd (c) isobars with increments 0.1 and 0.02 for example 2
through a locally constricted tube, Young and T | employed
an axisymmetric constriction with the cosine shape

aru) a(rv)
—+ =

! - 37
r:rs:g(Z—cos(wx/xo)) (36) 23 an 37)
to simulate an arterial stenosis in the portierxp<x<xy as Rec\]iJrRch +Recv—
shown in Fig. 8(a), where the cylindrical coordinatesr( has 2 an
been normalized with the tube diamef®y, in the portion (x| % « \
>Xq) without constriction. The pressure drag® across the con- =— (r P rgai) — E( —x ﬂ +X§ﬂ) + I ‘iu)
striction was measured at=*+1. The lengthl was held at =8 7 9¢ dn | v\ TTIE TFam) 9ENJ IE,
for all tests to insure fully developed flow in both sites. In the
present study, this same flow configuration is solved with the T 7(7 au) i(ﬁ iu) - i(é iu) (38)
NAPPLE algorithm. In\J dn) 9E\J dn) JIn\Jd ¢
Let the characteristic length and the characteristic velocity be
assigned ak =D, andU.= \/AP/p, respectively. After introduc- RecJ _ + Re. U + RecV—
ing a coordinate transformation from, () to (¢,7), the governing 12 an
equations become op* ap* 1 o P v
=—| —X,——+X;—|— — + +J—
X og Xfan) r( Xige Xy ) I
12 1 T | T T | T T | T T | 1 T | T 1 +i(g[97v)+ 0(’}/01) Bﬂv (Bl?l)
i . i dE\NJ 9¢] odn\d dn (76 J(977 J 9§
e,=-0.623, Ra=4.93x10 (39)
10 | NAPPLE(133x81) T
L\ — — — - SV(109%x61) 4 where {,v) is the velocity in the cylindrical coordinates,¢).
A Projahn et al.(1981), SV(61x21) The corresponding pressure-linked equation based on the
8\ — === Hwang(1994) 7 NAPPLE algorithm is
L O O Kuehn and Goldstein(1978), exp.
(7(ar<9p* +r7(yr(9p* (,Brﬁp)
IENI* o€ an\J* dn JE\JI* ay
a [Brap*) .
- ( JT Tg =& (403)
~ rk+n0k+n*rk—n0k—n rk+1\A/k+1*rk—1\A/k—1
e= 20E + 287 (40b)
The associated boundary conditions are
(I)(degree) au(x,0/9r=0, v(x,00=0, u(x,rg=0, v(xrg=0

_ _ _ . au(=1,r/ox=0, v(=1,r)=0, p*(-l,r)=Re, (41)
Fig. 7 Comparison of k., among the numerical predictions
and the experimental result for (e, ,Ra)=(—0.623,4.93X10%) ou(l,r)y/ox=0, wv(l,r)=0, p*(,r)=0
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Fig. 10 Comparison of separation point X and reattachment
Fig. 9 Comparison of separation point x5 and reattachment point x, among the numerical predictions and the experimental
point x, among the numerical predictions and the experimental result for x,=2
result for xg=1

the experimental difficulties in delineating the reattachment point
as remarked by Young and Tq&i1] and Deshpande et 4R2].

Note that the only parameter in the probl¢g7)—(41) is For the case ok,= 2, the separation point, and the reattach-
YN ment pointx, based on the NAPPLE algorithm and the SV for-
= Ut = M (42) Mulation are revealed in Fig. 10. The available numerical predic-
v v

tions from Deshpande et dl22], Karki [23], Melaaen4], and

Once the solutiony,v,p) corresponding to a given pressure drogiou et al(.j[25] as_well aﬁ' the ?xpe_rimt_antal ofbservation from
AP (or Re) is obtained, the Reynolds number can be evaluatd@Und and Tsa[21] are shown also in Fig. 10 for comparison.

from Again, an excellent agreement is found to exist between the
present NAPPLE and SV results. Due to the use of a coarse grid
4Q s mesh, the SV results from Deshpande e{22] over-predicts the
Re= 70D, =8Re f urdr (43)  reattachment point, when the Reynolds number is large. Other-
0 wise, satisfactory agreements are observable among the numerical
whereQ is the volume flow rate through the tube. predictions and the experimental result. This validates the perfor-

In this example, two models of stenos@®., x,=1 andx, mance of the NAPPLE algorithm.
=2) are investigated. Grid systems with the desired grid size andAs a final note, it is mentioned that the coefficient matrix of the
skewnesgorthogonal)along all of the boundaries are generatediscretized pressure-linked equation in example 1 is singular be-
with the weighting function schem@ee Hsu and Lefl3], and cause of &p), =2 along all of the boundaries. This implies the
Eqg. (35)). Figure 8(b)reveals one of the resulting grid systemsneed of an artificial pressure with a pressure level to ensure the
The numerical solution based on the NAPPLE algorithm is refinegkistence and uniqueness of the pressure solution for the updated
by reducing the grid size until grid independence is achieved. Thelocity[11]. In example 2, the weighting factoag), has a finite
resulting streamlines and isobars fqgy=1 and Re=100 are il- value on both upstream and downstream boundares1).
lustrated in Fig. 8(b)and 8(c), respectively. Increment of theThus, the Dirichlet boundary conditions
streamlines is one tenth of the flow rate in Figh8 while that of % _ % _
the isobars is 0.1 and 0.02, respectively, in the upper and lower pr(=lnN=Re, p*(l,=0 (44)
portion of Fig. 8(c). As observable from Fig. 8(b), the separatiotan be imposed there. In this case, no artificial pressure is needed
point xs and the reattachment poirt can be clearly identified. when the pressure-linked equation is solved.

Figure 9 shows the separation poiy and the reattachment
point x, obtained with the NAPPLE algorithm foq,=1 at vari- .
ous Reynolds numbers. Results based on the stream-vo(&aity Conclusion
formulation and that from previous numeriddl,22—25]and ex- In the present study, the NAPPLE algorithm is extended to
perimental[21] investigations are presented also in Fig. 9 fononorthogonal curvilinear grid system for incompressible viscous
comparisons. The numbers& n) appearing in Fig. 9 denote theflow. A pressure-linked equation is derived from the discretized
numbers of grid points used in each numerical investigations. gsverning equations. In the course of the derivation, a particular
in example 1, the stream-vorticity equations were discretized witteatment is adopted for a strong pressure-velocity coupling. No
the weighting function schenjé2,13]. The SV results were grid- velocity interpolation is needed such that the solution does not
independent. depend on the under-relaxation factor. This is the most important

From Fig. 9, an excellent agreement is found to exist betweéature of the present method. In the present method, solving the
the present NAPPLE and SV results. The SV results from Despressure-linked equation is as simple as solving a heat conduction
pande et al[22] seems to possess a considerable numerical ereguation. Due to the truncation error, the pressure-linked equation
due to a coarse grid mesh used by them. On the separation p@@ntot an exact combination of the discretized continuity equation
Xs, all of the numerical predictions agree with the experimentalnd the discretized momentum equations. Thus, there is a certain
observation from Young and Tsg21]. For the reattachment pointlevel of mass residual after the solution perfectly converges. Nev-
X, , however, a great discrepancy between the numerical predéctheless, the mass residual approaches zero when the grid mesh is
tions and the experiment result is seen. This might be attributedremluced. Through two well-documented examples, performance
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of the NAPPLE algorithm on non-orthogonal curvilinear grid sysReferences
tem is validated. Due to its simplicity and accuracy, the NAPPLE[1] Lee, s. L., and Lin, D. W., 1997, “Transient Conjugate Heat Transfer on a

algorithm is believed to have good performances for fluid flow

and heat transfer problems.
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Nomenclature

Gr =
J =
J* =
Keq =
P,p =
p* =
Pr =
(r,x) =
Ra
Re =
Re. =
T =
t =
(U,v) =
(uv) =
(U0) =
U, =
we(z) =
wi(2) =

Greek

a;ﬂ:'}’:
ay =
AP =
AT =
s =

6 =
U

(&n) =
¢

Subscripts

ref =
e,s,w,n =
&n =

i

0 =

Grashof numbery BATL3/v?
Jacobian(10b)

pseudo-Jacobian

equivalent thermal conductivit{34)
pressure, and dimensionless presgbie
dimensionless pressurg Re;

Prandtl numberyp/ a;

cylindrical coordinates

Rayleigh number, Pr Gr

Reynolds number

characteristic Reynolds numbéi.L/v
temperature

dimensionless timg¢normalized withL/U )
contravariant velocity10a)

velocity in Cartesian coordinates
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Film Cooling Effectiveness and
Heat Transfer Coefficient
Distributions Around Diffusion

""" | Shaped Hol
CAH. Yer? daped rioies
T.1.-P Shih3 Presented in this paper is an experimental study focusing on the effects of diffusion
e hole-geometry on overall film cooling performance. The study consists of three different
M. K. Chvu but closely related hole shapes: (1) Shape A: straight circular hole with a 30 deg inclined

injection, (2) Shape B: same as Shape A but with a 10 deg forward diffusion, and (3)
Shape C: same as Shape B with an additional 10 deg lateral diffusion. The blowing ratios
tested are 0.5 and 1.0. The density ratio is nominally equal to one. Measurements of the
experiment use a transient liquid crystal technique that reveals local distributions of both
film effectivenessz) and heat transfer coefficient (h). The data obtained indicate that
Shape C with a combined forward and lateral diffusion produces a significant increase in

Department of Mechanical Engineering,
University of Pittsburgh,
Pittsburgh, PA 15261

S Gogineni 7 and decrease in h as compared to Shape A, the baseline case. These improvements
Innovative Scient.ific Solution. Inc combined yield an about 20 percent to 30 percent reduction in heat transfer or thermal
Dayton, OH 4’5446 load on the film protected surface. Shape B, with forward diffusion only, shows a much

less significant change in both film effectiveness and overall heat transfer reduction than
Shape C. However, it has the lowest heat transfer coefficient in the vicinity of the injection

hole among all the three hole-shapes studied. A flow visualization study using pulsed laser
sheet-light reveals that Shape A and Shape B inherit quite similar flow structures. The

coolant injected out of Shape C flows much closer to the protected wall than that of Shape
A and Shape B.[DOI: 10.1115/1.1418367

Keywords: Convection, Cooling, Film Cooling, Heat Transfer, Turbines

Introduction ratio elevates the linear momentum of the injectant, which in turn,
c)I]jfts the coolant away from the surface. This phenomenon is un-

Film cooling is one of the major schemes for protection esirable due to the penetration of injection into the mainstream
turbine airfoils from thermal deterioration imposed by the hot ga% nep | ;
parently, permitting the hot gas to flow under the coolant jet

stream. Turbine engines with effective cooling permit a higher g bse to the surface for protection.

temperature at the turbine inlet, which in turn, improves the thef: . © . .
malpefficiency and performance of the system. SFi)nce the coolantJn addition to film effectiveness, the heat transfer coefficient

that facilitates the film cooling is extracted from the compress an also be affected by the coolant-mainstream interaction. The

poor management of the cooling air can be otherwise detrimen Q?U.S.Of interest in the past has be.e'? pl_aced primarily in the region
to the engine overall efficiency. Therefore, the design of an eﬁe%yffluently downstream fro”? t.he injection hole, whgre the mag-
tude of heat transfer coefficient appears to be uninfluenced by

tive cooling system with a minimum amount of coolant expende

requires a sufficient database as well as fundamental knowle& g presence qf |nject|_on._Howeve_r, _the_snuatlon IS ex_pected to be
of the transport phenomena associated with film cooling. ite dlfferenf[ in th_e vicinity of an injection hole. The_ interaction
Heat transfer pertaining to film cooling has been actively inve etween t.h.e Injection an_d the mainstream can _drastlcally aIt_er the
tigated in the gas turbine community for nearly three decad W conditions in the nglghborlng region, causing .the mz.agmtude
One key parameter in measuring the film cooling performance(? heat transfer .COe“"E'?”t .to be .elther substantially hlg.her or
the film effectivenes$z), which is the dimensionless form of the/OWer than that without injection. Eriksen and Goldst8hearlier
adiabatic wall temperature, i.eg= (T~ T.)/(Ti—T,). While indicated that the he_at t_ransfer coefficient \_Nl_th |_nject|o_n is lower
the values ofy vary with the actual flow conditions, optimal film tan (;hat IW'thOTj |nject|onr,]_ because tTe |njecF||or_1 tr;]lckens thef
effectiveness for coolant injected through discrete round holes geundary layer. However, this notion only prevails in the cases o

curs when the blowing ratiéM) is about 0.5 or the momentum ow blowing ratios. Hay et al[4] later reported that the ratio of
ratio (1) is about 0.251,2]. Such an optimal blowing ratio phe_heat transfer coefficient between the cases with and without injec-

nomenon is closely related to the interaction between the injecti@l ("/ho) increases with the blowing ratio. The maximum ratio

coolant and the mainstream. For cases with low blowing ratidgaches about 1.35 with an injection of 35 deg inclined to the
better film protection over the hot surface is expected with df@instream. The active momentum exchange between the partici-
increase in the amount of the coolant injected to the mainstreaR@ting streams along with excessive shear generated in the region

However, excessive coolant in conjunction with higher blowin§ responsible for the increased heat transfer coefficient.
Primarily for more effective downstream cooling, film cooling
IMTU Aeroengine Design Inc., Rocky Hill, CT 06067. in actual turbine engines often uses a coolant_ flow_ rate sub_stan-
2Currently at General Motor, Milford, M| 48380 tially greater than that corresponding to the optimal film effective-
SCurrently at Department of Mechanical Engineering, Michigan State Universitpess condition. As a result, an increase in the blowing ratio, pos-
East Lansing, MI 48824 R H i i PAi ;
Contributed by the Heat Transfer Division for publication in tf@BNAL OF Slblly with .anf EIe\./ated heaLtranSfeﬁlﬁ]oeﬁlflegt nea;]r th.efm.JIeCtlon
HEAT TRANSFER Manuscript received by the Heat Transfer Division February 26':]0 €, can in fact, increase the overa eat_ Qa on the air 0! -In ?n
2000; revision received May 25, 2001. Associate Editor: J.-C. Han. attempt to reduce the momentum of the injected flow, while still
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maintaining a sufficient amount of coolant flow for proper downrow of conical holes. They observed that an increase in the span-
stream cooling, one possible approach is to alter the geometrywige injection angle can in fact, impose a higher level of heat load
enlarging the flow passage near the film hole exit. Film holes oh the airfoil, as the heat transfer coefficient is higher and the film
such nature are commonly known as shaped-diffusion holedfectiveness is lower compared to the streamwise-directed holes.
shaped holes or diffusion holes. The present study evaluates the performance of two different,
Film cooling pertaining to shaped holes has been little studidnlit closely related, shaped diffusion holes, along with a direct
until recently. In one of the earliest studies, Goldstein ef&l. comparison to the corresponding baseline case of standard circular
reported a significant increase in film effectiveness in the neholes under the same flow conditions. Figure 1 schematically il-
hole region as well as an improved lateral spread of the coolahitstrates the three hole configurations, labeled as Shape A, B, and
The test geometry in their study is a 10 deg expansion over a r@v Shape A is the baseline circular injection with a 30 deg inclined
of circular holes inclined 35 deg relative to the mainstream. Morngle relative to the freestream. The hole inlet diaméieris
recently, Sen et al.6] and Schmidt et al[7] examined the per- about 6.4 mm(0.25 in.)and the length is 10 times the diameter.
formance of forward-expanded holes with compound-angle injedithough such a length-to-diameter ratio is significantly greater
tion. Their data suggest that diffusion shaped-holes show parti¢than that in the modern day turbine engines, it permits a study
larly better performance with high blowing and momentum ratio$ocused exclusively on the effects of hole-exit shape without
Wittig et al. [8], Gritsch et al[9,10] examined both the film ef- much influence of the inlet conditions. Also shown in Fig. 1, the
fectiveness and heat transfer coefficient of two fan-shaped hotest section consists of five holes spaced three-dimensional in the
with about 14 deg lateral expansion. Haven e{ &l] performed spanwise direction. Shape B has all the same geometric param-
detailed flow visualization around three different diffusion holesters as Shape A except that the hole has a 10 deg forward,
and assessed their effects on the film effectiveness. Most recerglyeamwise diffusion initiated at approximately 0.8 hole-inlet di-
Chen et al[12] studied the compound-angle injection through ameter below the test surface. Shape C has all the features of
Shape B, but with an additional 10 deg diffusion in the lateral
direction. Viewing from the top toward the test surface, Shape B
has an elongated oval opening, while Shape C has a tear-drop
I profile. Performance characterization of each hole geometry is
C)__? ————— O made by measurements of both the film effectiveness and heat
transfer coefficient using a transient liquid crystal imaging tech-
nique. In addition, pulsed laser-sheet flow visualization is also
performed to complement the heat transfer results.

Transient Liquid Crystal Technique for Film Cooling
Measurements

The use of liquid crystal coating as a surface temperature indi-
cator for heat transfer imaging has been quite popular, especially
in the gas turbine community. When the technique is operated in a
transient mode, the change of liquid crystal color provides the
temporal variation of local surface temperature over the test re-
gion of interest. The local heat transfer coefficient can be inferred
by assuming the one-dimensional, transient conduction model pre-
vailing in the solid substrate underneath the test surface. The heat
transfer coefficient is defined in a general sense, he.q/(T,,
—T,), whereT, is the reference temperature of the system. Such
a model can be represented in the following governing equation,
with z being the coordinate pointing into the substrate:

FT 9T
k=2 =rCor (1)
Testing Area, aT
I TLC Coated Koz =MW @
y / z=0
T==T, 3)
T| ’T:O:Ti (4)

The solution of the above equation leads to a relationship
among the heat transfer coefficient, the thermal properties of the
substrate, the initial and reference temperatures of the system, and
the time-varying surface temperature.

Tw—T; h?ar h\/z'
= F{k_ S ®)
Mainstream Flow T _ _ o _ _ _
While the above approach is generally valid for resolving heat
P /{30° convection problems, it is, however, unsuitable for film cooling.
= Film cooling is known to be a three-temperature problem, as its
//Film Flow T l thermal transport is governed by the temperatures of two partici-
f z pating streams and the surface exposed to the mixture of those
streams. As a contrast to conventional two-temperature problems,
Fig. 1 Shape hole geometry and test section the reference temperatuf®e in Eq. (5) is no longer a known
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quantity and needs to be solved simultaneously with the heatthe substrate is expected to be insignificant. The “hot test,” on
transfer coefficientT, is also termed the adiabatic wall temperathe other hand, has a strong influence on the outcome of the heat
ture, Ty, and has a dimensionless appearance as the film effé@nsfer coefficient. The injectant and the mainstream air during
tiveness, as previously mentioned. The overall implication of thikis test are heated to nearly the same level, about500C
is that a second relation similar to E&) needs to be established.higher than the initial temperature of the substrate. Except for the
The technique based on transient liquid crystal imaging foegion immediate adjacent to the injection hole and sufficiently
three-temperature, film cooling problems was first introduced telow the surface, the temperature gradients along the lateral di-
Vedula and Metzger13]. They delineated the approach of deterections(perpendicular to the-axis, see Fig. lare expected to be
mining » and h by using the same test setup and a transient tear lower than that along the-direction in the substrate. There-
with natural boundary conditions. Ekkad et fl4,15]and Chen fore, the one-dimensional model is mostly valid throughout the
et al.[12] used the same method for studying film cooling wittentire test section, provided that the test duration is not overly
compound-angle injection. Yu and Chjl6]extended the method long.
further for four-temperature problems involving two injection of
different temperatures. The fundamental principle of Vedula arieixperimental Apparatus and Procedures
Metzger’s approach is based on the notion that the turbulent con-r
vection is predominantly controlled by flow dynamics rather tha
thermal conditions. Hence the second relation can be obtained
performing two different, but closely related, heat transfer tesfs
under the same flow conditions. The resulting equations for t
two unknowns; i.e.h andT,,, are

TW_ Ti 1 1 hZCYTl
Taw_ Til - & k®

he test section consists of a Plexiglas rectangular duct, with
02 mm(4 in.) across the span and 51 m@iin.) in height. For
ch shape, five coolant injection holes with a 30 deg inclination
e located near the upstream portion of the test surface. The test
firface is coated with a thin layer of thermochromic liquid crystal
(TLC) about 0.1 to 0.3 mm thick. An airbrush is used to spray the
coating. The temperature calibrated for the particular TLC used in
, (6) the present study is 38.4°C, 39.8°C and 43.5°C for red, green and
blue, respectively. Primarily because of its distinct intensity
T T h2ar strength, the green color displayed by TLC is used as the surface
w24 ex;{—z . (7) temperature tracer during a transient measurement.

Taw— Tiz k? Figure 2 shows a schematic of the overall test setup. A labora-
In reality, one of the two tests, so-called the “hot test,” uses Eer compressor supplies both_ the mainstream and film flows.
film injection close to, but slightly lower than, the heated main-l.ow rates of the cor_npressed ar are r_neasured by standard ASME
stream; while the “cold test” uses an unheated or slightly heaté)cf'f.'ces' After metering each stream s routed through a tubular
injection. A key criterion for selecting these test temperatures is Py line heater controlleld by an auto-t_ranslformler, and its tempt;:r:;:—
ensure that the two equations, E6@) and(7), are well coupled, tures can be accurately set to a desired level. Downstream of the

so that when combined they yield a solution for the two udjeater, the two flows are initially diverted away from the test
KNOWNS section by a three-way ball valve until the actual test starts.

True step changes in both the mainstream and injection te%_g transient test is initiated by switching both ball valves simul-

peratures during an actual test are usually not possible, hence gously to introduce the main flow and film injection into the

reference temperature which appears as a boundary conditio Spt section. The switching of these valves is made only when the
Eq. (2) can vary with time. This fact is accounted by modifyin low rates and temperatures of both streams have reached steady

the solution of Eqs(6) and (7) with the use of superposition andState: Initiation of the test also triggers an automated data acqui-
Duhamel's theorem. Decomposing the temporal variation intoSétlon system for recording thermocouple readings at flow inlets as

series of finite-step changes, these two equations are transforﬁ’ydﬁq as exits. Simultaneously, a CCD camera starts to recorq the
to the following form: video images of the TLC coated on the test surface. The video

provides the follow-on data reduction procedure with the lap time
N of TLC changing from colorless to green at every pixel of the
T,—Ti=2, U(r—1)AT,, (8) viewing domain. The post-run data reduction procedure uses cus-
i=1 tom developed software run in a personal comp[t&i. The test
cases include two blowing ratid® =0.5 and 1.0¥or Reynolds
numbers(based on hole inlet-diamejeérom Re,=2300 to 4300.
fc( hm) The corresponding Reynolds number based on the hydraulic di-
er .
k

c[ hyar;
erf K

c[ hvat,
erf K

where

F{hza(T— Ti)
U(r—7)=1—ex 12

(9) ameter of the housed channel is=R#5,000 and 46,000, respec-

Image
Processing

Since AT, is related directly to the variations of the mainstream
VCR System

temperatureT,,, and injection temperatur@&, , by the definition Al
Compressor
B 8— -

of film effectivenessy,
Regulator —%
: —g

AT, =(1—n)AT+ 7AT,. (10)
cep

Substituting Eq(10) into Eq. (8), the unknowns for the present
system become the film effectivenesg, and the heat transfer

coefficient,h. Flowmeter chigeo

In view of the geometrical complexity, the heat transfer chara [ \TLC Coating
teristic in the close vicinity of an injection hole is understandabl In-Line
multi-dimensional in reality. Any amount of heat diffused deviate Heater
from the direction normal to the substrate surfézexis, Fig. 1)
is considered to be an error in the present transient measurem
While an attempt to systematically investigate such an issue t Py
been reported recentj17], the error in the present system may {— 8y-pass

Plenum

TIch /
B T/C l={>

Flow

M Direction Data -
Acquisition

not be as significant as it is generally perceived. The film effe e System %
tiveness is determined predominantly by the “cold test,” wher Valve ﬂ

temperatures of the injectant and the Plexiglas substrate are very

close throughout the test. Hence the effect of lateral heat transfer Fig. 2 Test apparatus
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Fig. 3 Spanwise-average film effectiveness

tively. The density ratio in the present study is nominally equal e
. . A 1.

one, though the actual value during a transient test varies betw:

0.95 and 1.1. Hence the existing blowing ratio is essentially the
flow velocity ratio between the injection and the mainstream. For
purpose of validation and comparison, the case with no film in-
jection (M =0) was also performed. Under such a non-injecting
condition, the boundary layer at the location of injection exhibits
fully turbulent characteristics, with a thickness about 8 mm and 6

4 Spanwise distribution of film effectiveness for non-
ped circular holes at

XID=3.0, M=0.5, and Re ;=4300
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(c) Spanwise Average, M=0.5

Fig. 5 Streamwise distribution of film effectiveness:
average, M=1.0.
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(d) Spanwise Average, M=1.0

(a) M=0.5; (b) M=1.0; (c) spanwise average, M=0.5; and (d) spanwise
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mm for Re=25,000 and 46,000, respectively. The turbulence i
tensity in the mainstream measured by a hot-wire anemometel
about 1.2 percent.

Results and Discussion

Most of the results presented below are in the form of filr
effectivenesgn) and heat transfer coefficieftt). The uncertainty
analysis with a 95 percent confidence level in the measured |
rameters is based on the method of Kline and McClintd].
Both » andh measured in the present liquid-crystal-based syste
depend strongly on the temperatures of the test surface, inlet, ¢
exit. The uncertainties of these temperature readings are ab
+0.2 C, which correspond to 0.5 percent, 0.3 percent, and (
percent at these key locations, respectively. In addition, the unc
tainty of both » and h is also affected by the errors in the
temperature-color calibration of liquid crystal, the lap-time for th
liquid crystal reaching the designated color, and the thermal d
fusivity of the substrate. The errors in these three parameters
estimated at 0.5 percent, 0.4 percent, and 1 percent, respectiv
Another major error contributing to the uncertainty is the error i
measuring the flow rate or Reynolds number in the air supp
system, which is about 4 percent. Combining all these errors lee
to the overall 7 percent uncertainty for boghandh.

Film Effectiveness. Although the present TLC imaging tech-
nique is capable of revealing detailed distributions and conto
data over the entire viewing domain, most local data are presen
along two key streamwise paths for direct comparison. One of t
paths is along the centerline of the test section and directly behi
an injection hole, and the other is along the mid-span of tw
adjacent injection holes. These line data are good representati
of the transport features over the entire measurement domain,
the overall distributions in botby andh are very symmetric across Shape C
the span of the test section. Figure 3 illustrates a sample compc...
son of the present film-effectiveness data with the similar results
published recently by Ekkad et 4lL4]. Although their film holes
are spaced relatively widé#D) and hole inclined angle is differ-
ent(35 deg), the comparison is very favorable. To demonstrate the

Iﬁvel of data symmetry iplthelp;.rleser;ft experimt;rg;s, 5'3904} ShOWS\ward expansion only, exhibits a notable but unsubstantial im-

t ”e;pan;/]wlse var::_’:ltlon 0 g/fi olgn e delgt"’_ezgg A?_h D10 phrovement in film effectiveness as compared to the baseline case,

all three hole configurations] =0.5 and Rg=4300. At this near- gpane A This implies that, at least for simple, non-compound-

hole location, there is little evidence of coolant spread Iaterallyang”e injection, lateral expansion may be a more effective mecha-
_Figure 5 shows the effect of hole shaping on the streamwige n, than the forward expansion in terms of shaping the injection

distribution of film effectiveness. The origin of, the streamwise holes.

coordinate, locates at the leading edge of an injection hole. Sincerpe g anitative measure of film effectiveness is closely related

the influence of Reynolds number is rather insignificant over its inherent i ; ;
. X ) jet flow behavior for each hole geometry. Figure 6
only the case with Re2350 is presented here. Shape C, whic hows flow visualization photogurn 90 deg in photolising a

has both forward and lateral expansion, consistently results in Cer sheet illumination along the centerline for=1.0 and Rg
highest film effectiveness among the three hole shapes studied. As35q 14 facilitate the visualization experiment, the injected
shovvln |goFlgs. S(C)at?drgd)' |rt]s sp%nwtl)se-a}yerageglls gﬁprox;\ ow is seeded with um alumina particles, which form the white
marfey percent higher Lan the ‘fise.f'.ne Ca\;ﬁ"&rl Oapﬁ : es in the photos. Image recording uses a Kodak ES1.0 camera
er_lhaR/lcErgeE_)nt appealrslto_ ehmore Slr?nll icant x Dt gn which has a CCD imager with 1000 by 1000 pixels. It is evident
W;]t forere p.art'cg arly in tde ?]ear' ole region, s#YD<8. 5t the flow injected from Shape C remains the closest to the wall
The aforementioned averaged characteristics are consistent Wiy, || the three cases studied. This is an indication that proper
the local data' alo_ng the centerline, dlregtly behind an 'nlecu%le-shaping reduces the jet momentum for penetration to the
hole. As seen in Figs. S(@nd(b), the magnitude of locaj along estream as well as increases the coolant concentration near the
the centerline for Shape C is approximately 30 percent and gl |, addition, the scales of flow structure appear to be the
Ee(;cent Z'glhgr than the clorrespondlng values of Shape AVIfOr gajjest for Shape C, implying more effective flow diffusion and
=0.5 and 1.0, respectively. _ _ mixing. On the other hand, the jets from both Shape A and Shape
As a typical feature of discrete-hole film cooling, local valueg oypihit strong lift-off, hence relatively poor wall coverage as
of 7 along the mid-span are much lower than those along the, 45 film effectiveness is expected. In fact, these two cases

centerline in t_he region sufficie_ntly clos_e to the injecti_on ho_le. T isplay quite comparable flow features. As a result, their magni-
coolant just ejected out of the film cooling holes provides virtually

. : - ' udes of film effectiveness are also very similar. Similar life-off
no coverage in the region between neighboring holes and thgge .t \vith non-shaped, circular hole was reported earlier by Lig-
spreads out laterally toward downstream. Hemcalong the two rani et al.[1,2]
streamwise paths displays completely opposite trends and con- o
verges eventually to the same level at a location sufficiently Heat Transfer Coefficient. Figure 7 shows the streamwise
downstream. Overall, Shape C shows a better lateral coveratistributions of the local heat transfer coefficient for various hole
than the other cases, especially when the Reynolds numbersligmpes. The particular cases shown hereMire0.5 and 1.0 at

relatively low. As an intermediate case, Shape B, which featurefke,=2350. Hole geometry has a pronounced influence on the

Fig. 6 Laser-sheet flow visualization
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Fig. 7 Streamwise distribution of heat transfer coefficient: (a) M=0.5; (b) M=1.0; (c) spanwise average, M=0.5; and (d)

spanwise average, M=1.0.

local heat transfer coefficient, particularly in the regdfD<6. shear in the near-hole region. Shape C, on the other hand, repre-
Regardless of the nature of hole shaping, the heat transfer coefints the opposite extreme, with the thinnest boundary layer and
cient in this region is always lower along the centerline than thidwest level of shear generation. Shape B is expected to be mid-
along the mid-span. In fact, the magnitudehohlong the center- level of both effects, which when combined ultimately results in
line are the lowest for any given hole geometry. Although thghe lowest heat transfer coefficient along the centerline. For the
difference in the centerlineamong the three hole shapes is rathegase with a higher blowing ratidyl =1.0, Shape A exhibits a
modest or even within the range of measurement uncertainty, &garp rise of heat transfer coefficient directly behind the injection
forward-diffusion hole, i.e., Shape B, consistently exhibits thggje, as shown in Fig. 7(b). Strong local shear generation appar-
lowest value. On the other hand, Shape A, which is the nogpty overwhelms the effect of boundary layer thickening in this
shaped, baseline case, exhibits the highest value. The heat tra l>c,)n.
c_oefficients along the m_id-span for all _three cases studied are reIa,:igures 7(c)and 7(d) show the streamwise distribution of
%ﬁ%&?@i&?ﬂe 2ﬂdt’h'2 Tigglaéggngﬁgtosteh?é Or\é%rréhirt?zts‘;v@banwise-average heat transfer coefficient normalized by its coun-
; : P ?erpart without injectionlf,). The value oh, was obtained using

single curve sufficiently downstream to the injection holes. ) : L
The magnitude of heat transfer coefficient around a fil E.e s%”;g.ﬁ;(p?”g]igtalgs%p’ Iloutt V\c/Jlftheorﬂt ?Jetctlc:a'!'heentizt ugdfer
cooling hole is influenced by two competing factors. First, it de IS conaition 1S nventional tw perature-ariv nvec

creases with a thickening boundary layer induced by injectidlp" Problem” and it requires only a “hot-test” to reveal the heat
added flow mass and linear momentum normal to the Wa‘r@nsf(_er coeﬁlplent. _The results_ln Fig(cY indicate that discrete-
Thicker boundary layer presents more heat convection resistaft@e film cooling withM=0.5, in average, enables a 20 to 30
between the mainstream and the film-protected wall. Second, fPFcent reduction of heat transfer coefficient compared,tin
value of heat transfer coefficient may increase with enhanced fIéi near hole region. Due mainly to excessive interaction between
shear induced by interaction between the injection and the matRe injection and the mainstream, the situation can be drastically
stream. The first effect appears to be the predominant feature n@iffierent when the blowing ratio is sufficiently high. As evidenced
the centerline, particularly when the blowing ratio or the jet exin Fig. 7(d)for M=1.0, theh/h, data for Shape A exceed unity
velocity is relatively low. The second effect with flow shear igroundX/D=3 and in certain regions further downstream. This
expected to prevail along the side-edge of an injection hole, whighplies that, depending on the nature of flow interaction between
is responsible for the high heat transfer coefficient along the mithe participating streams, implementation of film cooling can be
span. In view of the flow structure revealed in Fig. 6, Shape @ither favorable or detrimental to the overall thermal protection
induces the greatest boundary layer thickening as well as fldwm the viewpoint of heat transfer coefficient. Nevertheless, the
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Fig. 8 Heat flux ration: (a) M=0.5; (b) M=1.0; (c) spanwise average, M=0.5; and (d) spanwise average, M=1.0.

information revealed in Fig.(d) confirms that one of the major values ofg/q, than withM=1.0. This observation is consistent
effects of hole shaping is the reduction of heat transfer coefficiemtith the general notion that the optimal cooling performance with
particularly for high-blowing-ratios. injection through non-shaped, discrete circular holes occurs when

M~0.5.

As a result of favorably combining film effectiveness and heat
ansfer coefficient, Shape C with diffusion in both forward and
[&teral directions produces the lowest heat transfer, by a margin of
20 to 30 percent lower than Shape A. The most significant im-
a=h(Ta—Tu)- (11) provement lies in the region near the injection hole with a higher
) i . i L blowing ratio, M=1.0. Shape B with forward expansion only
Taw IS related to the film effectiveness)) via the definition of ' yie|ds 3 relatively moderate heat transfer reduction compared to

7=(Taw= Tm)/(Tc—Tpn), as previously mentioned. According toghane A. However, it is notably less effective than Shape C.
Metzger et al[20], Sen et al[6] and Ekkad et al[14,15], the

ratio of heat flux on a film-protected surface to the correspondir@ .
baseline value without film cooling can be expressed by onclusions
_ The transient liquid crystal technique has been further demon-
a/do=(h/ho) (1= 7l ¢), (12) strated as an effective means of experimentally examining film
where ¢ is the overall cooling effectiveness given ky~=(T, cooling performance in great detail. The technique is unique in its
-T./(T.—T,). Typical values ofe in actual engines range capability of revealing both the film effectiveness and heat trans-
from 0.5 to 0.7. The present study uses0.6, as the mean value fer coefficient simultaneously. The present study marks the first
of the actual range. attempt of using the transient liquid crystal technique to system-
Figure 8 gives both the local and spanwise-averaged distribatically evaluate the effects of film hole shaping as compared to
tions of g/q, along the streamwise coordinate for different blowthe reference case with a row of five straight circular holes ori-
ing ratios. According to Figs. (8) and (d), all the three cases ented 30 deg relative to the mainstream direct®hape A). Two
studied, in average, provide the surface with a certain degreecdbdsely related, diffusion shaped holes, one with a 10 deg forward
thermal protection, as the values of spanwise-averagggd are expansion(Shape B)and the other with a 10 deg expansion in
always less than one. In addition, the case Witks 1.0 appears to both forward and lateral directionShape C)are evaluated and
be more effective overall in reducing the local heat flux than thabmpared. The heat transfer results are substantiated by a flow
with M=0.5. The only exception lies in the region BID<5, visualization study using a pulsed laser sheet with alumina seed-
where Shape A and Shape B with=0.5, in fact, have lower ings in the injection. Summarized below are key conclusions.

Heat Transfer Relative to Uncooled Situation. As men-
tioned earlier, to estimate the wall heat transfer rate with filrﬂ
cooling requires the knowledge of both heat transfer coefficie
(h) and reference temperatuf€, or T,,), i.e.,

826 / Vol. 124, OCTOBER 2002 Transactions of the ASME

Downloaded 06 Dec 2010 to 129.252.86.83. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Shape C with both forward and lateral diffusion produces th®ubscript
most significant effect on the film cooling performance in terms Ofa _

. . ! ; X w = adiabatic wall
hole shaping. It gives the highest film effectiveness as well asp — pased on jet inlet diameter

overall heat transfer reduction among all the three hole-geometrieﬁ, = based on hydraulic diameter of test channel

. . . h
studied. Th_e margin of improvement for these_ two performan(_:e ¢ = coolant at hole exit
measures is about 30 to 50 percent, depending on the blowmgi — initial
ratio and location. While its heat transfer coefficient is not overall m = mainstream
the lowest, the magnitude is substantially lower than that of the | _ | . g
. o = without injection

baseline, Shape A, and somewhat close to that of Shape B. r = reference

Shape B with forward-expansion and without lateral diffusion w = wall
shows a moderate performance improvement compared to Shape )
A and a notably worse performance than Shape C. It inherits tRélPerscript
lowest heat transfer coefficient in the near-hole region among all . = spanwise average
the three cases studied. This outcome appears to be a compromise
of two competing effects, i.e., boundary layer thickening angeferences
injection-mainstream shear interaction. Its film effectiveness, or1] Ligrani, P. M., Wigle, J. M., Ciriello, S., and Jackson, S. M., 1994, “Film-
the other hand, resembles greatly to that around Shape A. This Cooling From Holes With Compound Angle Orientations: Part 1—Results

: Downstream of Two Staggered Rows of Holes with 3d Spanwise Spacing,”
observation further attests to the fact that the flow features around ="/ 0 Transferl16, pp. 341-352.

these two shaped holes are qUite similar, as evidenced in the |as%] Ligrani, P. M., Wigle, J. M., and Jackson, S. M., 1994, “Film-Cooling from
sheet flow visualization also performed in this study. Holes With Compound Angle Orientations: Part 2—Results Downstream of a
Spatial variations in both film effectiveness and heat transfer ~ Single Row of Holes with 6d Spanwise Spacing,” ASME J. Heat Transfs,
coefficient are very significant regardless of hole shaping. TheIBEH Pp. 341-352.
t

.. Eriksen, and Goldstein, 1974, “Heat Transfer and Film Cooling Following
range of variation across a measurement span often exceeds Injection Through Inclined Tubes,” ASME J. Heat Transf@8, pp. 239-245.

folds for both variables. As expected, the local film effectiveness[4] Hay, N., Lampard, D., and Saluja, C. L., 1985, “Effects of Cooling Films on
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lowest along the mid-span for a given streamwise location down-, Sradient” ASME J. Eng. Gas Turbines Pow&q7, pp. 104-110.

L 5] Goldstein, R. J., Eckert, E. R. G., and Burggraf, F., 1974, “Effects of Hole
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of an injection hole. Such an elevatids attributable to excessive [6] Sen, B., Schmidt, D. L., and Bogard, D. G., 1996, *Film Cooling with Com-
flow shear generated locally, due mainly to the injection- pound Angle Holes: Heat Transfer,” ASME J. Turbomadi8 pp. 800—806.

. . X . . A P] Schmidt, D. L., Sen, B., and Bogard, D. G., 1996, “Film Cooling with Com-
mainstream interaction. As a result, the mid-span, which is closel" " y5ung Angle Holes: Adiabatic Effectiveness,” ASME J. Turbomadfig, pp.

to the side-edge of an injection hole, generally has the higher heat 807-813.
transfer coefficient than the centerline. However, Shape A with d8] Wittig, S., Schultz, Gritsch, M., and Thole, K. A., 1996, “Transonic Film-

relatively high blowing ratio reveals a sharp risehimmediately ggfgfg%w;;ggaﬂons Effects of Hole Shapes and Orientations,” ASME Pa-

behind the injection hole. Again, the strong shear generated by Gritsch, M., Schultz, A., and Wittig, S., 1998, “Adiabatic Wall Effectiveness
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Energy and Exergy Balance in the
Process of Spray Combustion in a
Gas Turbine Combustor

S. K. Som A theoretical model of exergy balance based on availability transfer and flow availability
, r N ’ in the process of spray combustion in a gas turbine combustor has been developed to
e-mail: sksom@mech.itkgp.emet.in evaluate the total thermodynamic irreversibility and second law efficiency of the process
N.Y Sharma1 at various operating conditions, for fuels with different volatilities. The velocity, tempera-

ture and concentration fields in the combustor, required for the evaluation of the flow
availabilities and process irreversibilities, have been computed numerically from a two

Department of Mechanical Enginegring phase separated flow model of spray combustion. The total thermodynamic irreversibility
Indian Institute of Technology in the process of spray combustion has been determined from the difference in the flow
Kharagpur 721 302, India availability at inlet and outlet of the combustor. The irreversibility caused by the gas

phase processes in the combustor has been obtained from the entropy transport equation,
while that due to the inter-phase transport processes has been obtained as a difference of
gas phase irreversibilities from the total irreversibility. A comparative picture of the
variations of combustion efficiency and second law efficiency at different operating con-
ditions for fuels with different volatilities has been made to throw light on the trade off
between the effectiveness of combustion and the lost work in the process of spray com-
bustion in a gas turbine combustofDOI: 10.1115/1.1484393

Keywords: Combustion, Energy, Exergy, Heat Transfer, Second Law, Sprays

Introduction in the process of spray evaporation based on the exergy loss in the
rocess. Dunbar and Li¢d1] calculated the sources of combus-

. i : . . . on irreversibilities with hydrogen and methane flames and found
tions in gas turbines, internal combustion engines, rocket mot

and industrial furnaces. The research in the area of spray combalégtr%?,zrdoélmﬁgl%/hgnceo-glggsggr:h;rou;e;sl energy of the fuel is

tion is going on over the last few decades and a host of articles,the " opjective of the present work is to furnish a comparative
including the exhaustive reviews of Faefth2] and Sirignano icyyre of the effectiveness in the quantitative conversion of en-
[3-5], are available in the literature. However, all the works Wergrgy and the effectiveness in preserving the qualitgrk poten-
centered around in predicting the different aspects of combustiggl) of energy in a spray combustion process in a gas turbine
performance like combustion efficiency, temperature and specigsmpustor. This is made through a comparison of combustion
concentration distribution within the combustor and emissiogficiency and second law efficiency for fuels with different vola-
characteristics. Thus the basic motivation of the studies, alreaglities at various operating conditions of the combustor. The rela-
done in the field, remained to identify the operating parameterstige role of gas phase and interphase transport processes towards
achieve a high combustion efficiency with a low liner temperatute loss of exergy has also been analyzed. In the first part of the
and a relatively uniform exit temperature distribution for turbowork, a basic flow and combustion modeling of a typical spray
machinery consideration. combustion process is described. In the second part, a theoretical
From the viewpoint of energy economy, an efficient spray conmodel of exergy balance is developed to evaluate the second law
bustion process should be guided not only by the combustiefficiency with the help of the data on velocity, temperature and
efficiency of the process but also by its second law efficiency thgpecies concentration fields in the combustor provided by the
gauges the effectiveness in preserving the quality of energpray combustion model in the first part of the work.
Hence the exergy analysis of a spray combustion process to evalu-
ate the second law efficiency provides additional thermodynamj . .
information to determine the locations, types and magnitude eoretical Formulation

losses. A minimization of the losses by suitable choice of operat-physical Model. The physical problem refers to the evapora-
ing parameters leads to an optimum design of the process forggh and combustion of a continuously injected liquid fuel spray in
overall energy economy. o ... acan type combustdFig. 1), typical of a gas turbine combustion
The information regarding the thermodynamic 'WEVerS'b'“t'eErocess. The air supply to the combustor is split among the swirler
and exergy loss in the process of spray combustion is not availagtethe entry and through two radial jets in the form of secondary
in the literature till date. While the work of Dash et 8] pro-  and dilution air. Fuel spray is injected from an atomizer located at
vides information regarding the thermodynamic irreversibilities ithe hub of the swirler. The problem is assumed to be axi-
droplet evaporation, the works of Dash and Sath Puri[8], and  symmetric.
Hiwase et al[9], provide similar information in case of droplet

combustion. Som and Dagh0] studied the second law analysis Flow and Combustion Modeling. A numerical model of the
spray combustion process within the combustor has been devel-

10n leave from Dept. of Mech & IP Engg, Manipal Institute of Technology,Ope.d tO. determine th.e VelOCIty’ temperature' and Species concen-
MAHE, Manipal, India. tration fields along with the combustion efficiency.

Contributed by the Heat Transfer Division for publication in th®URNAL OF . . .
HEAT TRANSFER Manuscript received by the Heat Transfer Division May 9, 2001, Nulmer]cal Computatlon. of Spray Combustlpn. The com-
revision received April 11, 2002. Associate Editor: H. Lee. putation is based on a typical two phase Eulerian-Lagrangian for-

The combustion of liquid fuel spray has widespread applic
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mulation of an axi-symmetric gas-droplet flow with a stande

model for the gas phase turbulence and a global reaction kinetiésnstants for standarete model are taken as,

for the gas phase reaction of fuel vapor with oxygen. The body,=0.09,c,,=1.44,¢,,=1.92,0,=1.0, ando,=1.3
force and buoyancy force are neglected in the analysis, so also th

virtual mass force and Besset force are not considered due to hig&nergy.

density ratio between the phases. Droplets do not take part in 9 g

radiative energy exchange, which is solved purely as a gas phase E(PCngH K(PCgUiTg)

phenomenon. !

The adoption of standard-¢ model has been made despite the 9
fact that many researchers observe some shortcomings in the abil- =X
ity of the k- model in predicting a swirling flow field quantita- '
tively. However, there is no conclusive information available imhe Energy source ternSE has two components—one of which
the literature regarding the accurate adaptability of a suitakjile the energy absorbed by the liquid droplets during their
modification of thex-e model for a confined swirling flow. The heating-up period calculated from the inter-phase transport and
models like ASM and RSM are either too complex or equally poahe other is the energy generated due to chemical reaction.
in predicting a strong swirling flow. Moreover, it is expected that The energy addition due to combustion is determined in con-
the accuracy in predicting the gross flow parameters like combusderation of a single step, irreversible, global reaction between
tion efficiency and second law efficiency will not be much afthe fuel vapor and oxygen following a finite rate chemistry as,
fected with the adoption of a standakeds model. Therefore the
standardx-e model has been considered for the solution in the AeF+A002—\pP
present work. ) ] o _ The reaction in the combustion chamber is either kinetic or turbu-

The axi-symmetric spray model is a simplified assumptiofent diffusion controlled. The kinetic controlled reaction rate is
However, it predicts a fairly accurate results in the primary zongetermined following an Arrhenius-type equation with the corre-

of fuel rich region, though it fails to generate accurate quantitatiéyonding kinetic parameters taken from the work of Westbrook
results in the secondary zone due to blowing of secondary agfd Dryer{12], as

dilution air through radial holes. The simplification of axi-
symmetric model provides at least an understanding in recogniz- ) CiCo, E
ing the pertinent controlling parameters and their qualitative influ- w,=Bp MM exp{ )
ences on the irreversibility rate and second law efficiency of a 70,

spray combustion process which is the prime objective of the a turbulent diffusion flame, the rate of combustion may be
present work. Moreover, it can be argued that, since the major pgtiided by the rate of inter mixing on a molecular scale of fuel and
of irreversibilities occurs in the primary zone due to droplet vaexygen eddies. The rate of turbulent diffusion reaction is given by
porization, chemical reaction and the sharp temperature and con-
centration gradients, the quantitative results related to the thermo-
dynamic aspects may not be far from the actual ones.

ik aq‘r+'s +c9T9S 8
PCoeft | = Gy TSETCp (8)

©

C
e o, cC
(bd:Ai— min(Cf,Tz,ﬁ/

M f K (10)

Gas Phase Conservation Equations. The average gas phasewhere,

conservation equations are as follows:
Y= XoMo/XxiMg

Continuity. The empirical constantd andc are as suggested by Magnussen
dp J . et al.[13]. Thus the energy source term due to chemical reaction
o0 T o (PUD=S @) will be,
' AHRM[ min(ay, )]
Momentum. where,AHp is the enthalpy of reaction. The radiative energy ex-
P 9 a9 ;v change within the gas phase is e_valuated by neglecting the influ-
E(pUi)-F a—(pUin)= - T+ | el 5 T o ence of the droplets, and assuming the gas phase to be gray ab-
Xj Xi Xj Xj Xi sorbing emitting medium. The radiative transfer equation is solved
+-SM 13U ) following a first order moment methodQzisik [14]) which re-
i ! duces the integro-differential equation of radiative energy transfer
where, into a differential equation as shown below.
k2 gy
o= +Cup— ©) — = «l4mly(T)=G] (11)
1
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where the irradiatiorG is related tog] as wherep, andp are the partial pressure of fuel vapor at droplet
surface and total pressure of the local gas phase, respectively.

146G 12
a=-3c . (12) Droplet Temperature.
. . o d
In the light of the assumption of a gray gas radiation model, the d dﬂ_ 2,71g9_ Td dﬂ
absorption coefficienk is replaced by Planck’'s mean absorption M Coat =hwdX(T2=TH+ dt AH, (18)

coefficient,xp . The local value ofp is computed as ) L o
where,AH, is the enthalpy of vaporization of the liquid fuel at

kp=Ciy,0kpr,0( T) + Cco,kpco,(T) (13)  droplet temperature. Mass transfer coefficigrand heat transfer
coefficienth in Eqgs. (17) and (18), respectively, are evaluated
from the standard correlations by Ranz and Marsh&lN] and
Dash et al[6] as

Nu(1+B)=2+0.6 R§Pr033 (19)

The values ofxp(T) as a function of temperature, for the radia
tively participating gases CQand HO, are taken from Sparrow
and Ces$15]

Individual Species Conservation.
Sh(1+B)=2+0.6 R§>S (20)

where B is the Transfer Number. Eq$15), (17), and(18) are

The species conservation equation is solved for fuel vapor, oxgelved forv?, md, and T¢ respectively, with appropriate initial

gen, carbon-di-oxide and water vapor while nitrogen concentreenditions.

tion is obtained by difference. The conservation equation for eachThe initial drop size distribution of liquid fuel spray is assumed

species contains a source te8a given by to follow a realistic four-parameter Rosin-Rammler distribution
: function given by,

9 J 0 A
1 (PC+ (9—)(i(PUiCj)*(9—)(i(PDefr(;—Xi +Sc,+SC; (14)

Sc. =—wM; for fuel vapor
I o exp(—bd") —exp(—bdp,,) 1
Sc.=—wMyy for oxygen (d; ~exp(—bd,,) —exp(—bdl ) (21)

I min i

Scj: —oM¢(1+y) where,G’(d;) is the mass fraction of the spray having diameter
_ aboved;. The dispersion parameteris taken as 3, as recom-
for the product(carbon—dioxide and water vapor mended by Mugele and Evafis8].
where the rate of reactiom is equal to mingy,wy).

The additional source ter@®G; is zero for all species except the
gurfcs)lp}/grs).or. This takes care of the fuel mass evaporated from tf\]/Feth od of Solution
. i ) The gas phase conservation equatidigs. (1), (2), (5), (7),

Generation of DropIet_Phase Information.  The velocity, (8), and(14)) were solved simultaneously by an explicit finite
mass and temperature history of all droplet classes along thifierence computing technique developed by Hirt and CidsX
t_rajectories are obt.ained from the respective conservation edfRiowing the original MAC (Marker and Cell)method due to
tions on a Lagrangian frame as follows. Harlow and Welch[20]. The space derivatives of the diffusion

Droplet Velocity. terms were discretized by the central differencing scheme, while

the advection terms were discretized by a hybrid differencing
dVid T scheme based on the local Peclet nun{Be) associated with the
TERE) cell. The conservation equations for the dropldss. (15), (17)
o ) ) and (18)) were solved by fourth order Runge-Kutta method with
Drag coefficientCp, is computed following the standard drag lawappropriate initial conditions. A variable sized adaptive grid sys-
by Clift et al.[16] ~ temwas considered and the variations in the size of the grids were
The effect of gas phase turbulence on the droplet motion is simade smoothly. A numerical mesh of881 grid nodes was used
lated using a stochastic approach. The instantaneous gas phag& several numerical experiments, which showed that further
velocity (V}) is obtained by computing the fluctuating velocityrefinement in grids in either direction did not change the result
component from the turbulent kinetic energy in consideration @fnaximum change in velocity or any scalar variable in the carrier
isotropic turbulence, and using a normally distributed randopghase)oy more than 2 percent. The choice of time increm&nt

d

m pd2Cp|VI— Vi (VI- V() (15)

number¢, as was made to ensure stability in the computation in accordance
5 with the criteria of cell transit time of fluid due to convection and
VI=U, + <K diffusion respectively. Often a more stringent restriction was re-
i=yYiTs (16) . . . E
3 quired to have a converged solution and was fixed by trail and

error in the computation.
The total air flow to the combustor was splitted among the
dmd swirler, and two radial jets according to a ratio of 5:7:8 following
e —pm,dez(Cfs—Cf) (17) Cameron et al[21]. Air flow entering the combustor through the
swirler was considered to be in a plug flow mode with a typical
wherep™ andC, are the density of the gas phase and the masglid body type rotation imparted by helicoidal vane-swirler.

fraction of fuel vapor respectively at the droplet surface. In Coﬁ[her_efore, a _unifqrm_ axi_al veloc?ty distributiorj and a linear tan-
sideration of thermodynamic equilibrium at the droplet surfac@ential velocity distribution of air were considered at the inlet

Cr., is calculated from the vapor pressure at droplet temperatlﬂ?ne of the combustor. The temperature distribution of air at the

inlet plane was also considered to be uniform. A zero axial gradi-

Droplet Mass.

as ent was prescribed at the outlet for all the variables. Standard
1 logarithmic law of wall was considered for the near wall region.
CS:M— For radiation calculation, the end planes were assumed to be ra-
1+ _0(3 _ ) diatively adiabatic and Marshak boundary condition was applied
Mt \p, at the solid combustor wall. The fuels were considered t;mbe
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Table 1 Fuel volatility characteristics 0.5 = 0.5 0.5 — 0.5

Molecular | Normal Boiling Point o4 oo i = I
Fuels Weight Temperature, Tg (K) —Dr— :_ , : N ~
nhexane | 86.178 | 342 o1} S o -
kerosene | 14026 | 454 e feraes Wi feada
n dodecane | 170.34 490 E’ :j E: ) :j

(a) (b) © (@)

hexane (GH,), kerosene(GH,, andn dodecane(GH,s). The
(€H) (oHz0) (&Hzq) Frig. 3 Comparisons of predicted axial velocity and tempera-

¥g|€|2“&y characteristics of the fuels considered are as shown tlure distributions with experimental results of Khalil et al. [24]

(—present computation, O Khalil et al. ): (a) z7D=0.55; (b) z/D
Combustion Efficiency. In consideration of a global reaction =0.55; (¢) z/D=3.6; and (d) z/D=3.6.
kinetics and without any possibility of the existence of liquid fuel
droplet at the exit, the combustion efficiency for a given inflow of

fuel is determined from the fuel vapor concentration at the com- . ) )
bustor exit as, ever it is observed from Figs(1?) and(d) that the present numeri-

R cal results and the computations of Chang and Chen, being in
ZwJ peU, Cy rdr agreement with each other, do not conform \_/veII W|th_the experi-
0 & % fe mental results of Dellenback for the tangential velocity distribu-
ne=1— _ (22) tion at far down stream from the inlez€4.0) and mainly near
my the axis. This was explained by Chang and Chen in the light of
Calibration of the Numerical Model. The accuracy of the under-prediction of the length of central toroidal recirculation
quantitative and even the qualitative trends of the predicted resdif€ Py the standaré-e model. . o
relating to combustion efficiency, process irreversibilities, and  POSsible comparison of axial velocity and temperature distri-
second law efficiency depends mainly on the accuracy with whi@ytions predicted by the present model in case of an axi-
the velocity, temperature and species concentration fields in metric swirling flow in a dump combustor has been made with
process of spray combustion have been determined from the Hig €xperimental work of Khalil et all24] under a similar situa-
merical computation of the present model. A comparison of tHon (Figs. 3(&-d)). Due to a lack of information on spray param-
results predicted from the present model with those of earli§fe's in the reported experimental work of Khalil et al., the spray
works in identical situations is not always possible, since the iR&rameters considered for the comparison are chosen after several
formation available in those works do not give explicitly all the/1alS taken over the mean drop diameter and spray cone angle.
input parameters required to generate the output data of fRince the fuel used in the experlments_of Khalil et al., was kero-
present model for the purpose of comparison. However a possif'e: the same fuel has been chosen in the present model for the
comparison of the present results in case of an axisymmetRE"POSe of comparison. It is observed that the predictions of axial

sudden expansion isothermal swirling flow, and also for a reat€locity components agree fairly well with the experimental re-
tive swirling flow in a dump combustor has been made witRUtS &t an upstream location within the combusig. 3(a)),
the relevant empirical and computational results available in tNgile & deviation between the two results is observed mainly near

literature. the axis at a section far downstream from the iffeg. 3(c)). This
In case of an isothermal flow, the comparison of the presefiScrepancy may be attributed to the fact that the standtad

results with the computational work of Chang and Cf22] and model under-predicts the length of the central toroidal recirculat-

the experimental results of Dellenba@3] under the similar situ- N9 zone in the swirling flow field. Moreover, the assumption of
ations are shown in Figs.(@—(d). Figures 2(ajand (c) show a " axi-symmetric model is less justified at a far downstream loca-
jon because of the introduction of secondary air through radial

fair agreement of the predicted axial and tangential velocity prgI o -
files near the inlet regionz=0.75) with the computations of oles. The temperature distributions predicted by the present

Chang and Chen and the empirical values of Dellenback. Hofl°d€! show a fair agreement with the empirical results both at
upstream and downstream locations of the combu$tigs. 3(b)

and 3(d)). However, the predicted temperature distribution at the
downstream location shows an increasing trend near the wall, un-

o3 o5 o5 o3 like that obtained in the experimental results of Khalil et al. This
0.4} L L - may possibly be attributed to the fact that the assumption of stick
, " model for the droplet evaporation results in a zone of burning near
f O A Y ’ - the wall in the downstream part of the combustor.
) 0.2+ x - b X - :
o T Ty T Exergy Model of Spray Combustion
0% o 0, The exergy analysis of the problem has been made on the basis
Yz Uz Yo VY _,  of flow availability to the system comprising the entire combustor
Uzia Vzin Uzin Uzin (Fig. 1), considering the outer wall to be adiabatic. Since the
(a) (b) © @) words “availability” and “exergy” are synonymous in their ther-
modynamic implications, both of them will be referred to in the
Fig. 2 Comparisons of predicted axial and tangential velocity remaining part of the text, depending upon the appropriate uses at

distributions, with Chang and Chen  [22] and Dellenback [23] places following the general convention. It can be written for the
(—Present computation, O Chang and Chen, and X Dallen- conservation of exergy of the system that,

back) (a) z/D=0.75; (b) z/D=4.0; (¢) z/D=0.75; and (d) z/D . . .

=4.0. Ap=Ac+I (23)
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where,A;, andA, are the rates of flow availability coming in and al
going out of the system, respectively, and the rate of thermo- A =—— (27)
dynamic irreversibility within the system.

Determination of Flow Availabilities. The flow availabilities Where,M the molecular weight of the fuel.
of different species at inlet and outlet of the combustor have be&he flow availability at the combustor exit can be expressed as,
evaluated with respect to an exergy reference thermodynamic R
state of P,=101.35 KN/, T,=298.15 K with mole fractions A —

. o. Cco, H,0 Ae 277]

of the constituents ax *=0.2035, x”?=0.0003, andx,?
=0.0303 as recommended by Moran and Sha(fifs). ] h ) ]

The flow availability at the inlet, being associated with the inwhere,CL is the mass fraction of thg" species andJ, is the

Z cgaie) pU, rdr (28)

flow of air and fuel to the system, can be written as, local axial gas velocity at the exit plane.
) The specific flow availability of each species at a point in the
A= mainaﬁﬁ mfinaifrI (24) exit plane @l) is calculated based on local pressure and tempera-
ture in the similar fashion as done for inlet. Both chemical and
where, thermo-mechanical availabilities for fuel vapor, and only thermo-
My, = mass flow rate of air into the combustor mechanical availability for the other species are considered
ri? " specific flow avallablllty ofair at inlet Estimation of Process Irreversibilities. The total irrevers-
fm = Mass flow rate of fuel into the combustor ibility in a typical two phase gas-droplet flow in the combustor is
aj, = specific flow availability of fuel at inlet composed of two parts, namel§) the irreversibility due to the
The specific flow availability of air is determined from the follow-transport processes and chemical reaction in the continuous gas
ing equation: phase|, and (i) the irreversibility due to the inter-phase trans-
a a a ports (transport processes between the discrete evaporating drop-
aip=(hin=hy) = Te(siy—Sr) (258)  |ets and their local ambiengé, . Therefore, it can be written as,
where, L . .
. I =1g+i4=T(Eg+Eq) (29)
a — in_a .
hin—he= L cp(M)dT (25b) whereE, is the entropy generation rate due to transport processes

and chemical reaction in the gas phase &nhdis the entropy

fT_a cd(T) R fp_a dp generation rates due to inter-phase transport processes of discrete
a _ — o n _

r

Tr

S (25c) evaporating droplets.

The total irreversibilityi is determined from E23). To assess

The molar flow availability (comprising both chemical and the relative weightage df, andi in I, any one of these twd 4
thermo-mechanical componentsf a generic hydrocarbon fuel andiy) has to be determined independently. The entropy genera-

C,Hy, undergoing a single step global reaction tion | due to gas phase transport process and chemical reaction is
determined from the general entropy transport equation in a con-

C.Hp+ a+9 0,—-aCo,+ EHZO tinuc_)us field of compressib_le Newtonian fluid. The entropy gen-

eration rate per unit volumeéy at a point in the gas phase can be

can be written, following Moran and Shapif@5] as, written, following Hirschfelder et al.26] as,

b b Ao —J,VTY 2(=Im Vie)
—f _ | T O, _/CO,  “7H0 S q ] ]
aj,=| hj,+|a+ 1 h?—ah 5h,? €=5 * (79)2 + 79
b (=53, VTY9) 1
_ =f _ |0 _ 4O, —H,O J~m .
TS+ | a+ 7/5%-as 02 55" ) (26a) +-|-—gj+ﬁz)‘1“0,-‘” (30)
where, where,o and A are the stress and rate of strain tensors respec-
o AT bt T ) tively, J, the heat flux per unit area arjq1j, K 's; are the mole
in=Ahg+ N cp(dT (26b)  fiux per unit area, chemical potential and partial molal entropy of
' thej" species respectively. The first term in E80) is due to fluid
FO -0 (26¢) friction, the second term is due to conduction and radiation of
heat, the third term pertains to mass transfer, the fourth term arises
7CO,_ 4 .CO, from the coupling between heat and mass transfer and the fifth
he h (26d) . - )
r term is due to chemical reaction
ano:Aﬁnzo (26¢) asThe total gas phase entropy generation is, therefore, calculated
- ch(m) R (p. dP
—f _ —f in P o in . i
Sih=S5, +fTr T daT M, . ) (26f) Eg:f f Jvegdv (31)
-0, o (0]
$%=52-RIn(x?) (269)  where,V is the volume of the domain of physical processes. Each
—c0, —€0, =1, CO term of the Eq(8) is expanded in a cylindrical coordinate system
s€%2=5"2-RIn(x;?) (26h)  to determineg, under the present situation, with the help of gas
o —  ho _ phase velocity, temperature and concentration fields calculated
s10=5"2"—RIn(x, %) (26i)  from numerical computations of spray combustion.

The specific flow availability of the fuel is calculated from the Second Law Efficiency. The second law efficiency of the
molar availability as, combustor can be expressed as,
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A i increases with pressure for the higher volatile faelhexane),
A (32) while it decreases with pressure for the lower volatile fuikézo-
Ky A sene and dodecane).
n n

Results and Discussion

Influences of Inlet Pressure on Combustion Efficiency and Influences of Inlet Swirl on Combustion Efficiency and Sec-
Second Law Eff|C|ency for Fuels With Different Volatilities. ond Law Efficiency for Fuels With Different Volatilities. Itis
It is observed from Table (@) that an increase in fuel volatility observed from Table 2(ahat the combustion efficiency is unin-
increases the combustion efficiency only at a higher pressure fttenced by the inlet swirl to the flow of air at its lower pressure of
any given inlet temperature and swirl number. The success 90 kPa., while it decreases with an increase in inlet swirl when
complete combustion depends on the penetration of fuel dropléfsg pressure is increased to 1000 kPa. The purpose of imparting
their rate of vaporization and mixing of fuel vapor with air. At lowswirl to incoming primary air, is to cause an on-axis recirculatory
pressures, for a given temperature, all these three physical pilow near the upstream region of the primary zone to enhance the
cesses are relatively fast and combustion efficiency is usually veates of droplet vaporization and mixing of fuel vapor in air, along
high. Therefore, the change in the rate of droplet vaporizationth the subsequent stabilization of flame. But on the other hand,
with fuel volatility does not make any marked influence in comthe recirculatory flow field in the inlet region of the combustor,
bustion efficiency. reduces the penetration of droplets to further downstream in the

However, on the other hand, when the pressure in the combpsimary zone for a more effective droplet vaporization and burn-
tion chamber is high, at a given inlet temperature, there o@gur ing. The relative role of these two counter-weighing effects de-
a reduction in droplet penetration due to increased density of apends on the range of inlet air pressure. At a lower pressure, these
bient air, (i) a reduction in the rate of droplet vaporization betwo counter-weighing effects nullify each other in producing any
cause of a reduction in mole fraction of fuel vapor at droplethange in combustion efficiency. However, when the pressure in
surface, andiii) a reduction in the diffusion of fuel vapor in the combustion chamber is high, the droplet penetration is as such
surrounding air due to a decrease in fuel-air diffusivity. Therefodew. A further reduction in droplet penetration due to an increase
for a given fuel, an increase in combustion pressure for a fixdal inlet swirl counter weighs the favorable influence on droplet
inlet temperature always reduces the combustion efficiency. Undeiporization and mixing of fuel vapor, and finally results in a
this situation, the favorable effects of enhanced droplet vaporizawer combustion efficiency.
tion and its mixing with ambient air, due to an increase in fuel The inlet swirl causes a marginal increase in second law effi-
volatility is felt sharply through a marked increase in the combusiency at a lower inlet pressure of 100 kPa., while it causes a
tion efficiency. considerable decrease in the second law efficiency at a higher inlet

While the combustion efficiency decreases, the second law gfessure of 1000 kPa. At any inlet pressure and swirl, the second
ficiency increases with an increase in pressure at a given tempésay efficiency increases with a decrease in fuel volatility. It is
ture. The increase in second law efficiency with pressure can Bst important to note that at higher inlet pressure, an increase in
attributed to simultaneous increase in flow availability of incominlet swirl decreases both the combustion efficiency and second
ing air at a high pressure and less process irreversibility due |ty efficiency for all the fuels. While the reduction in combustion
reduced droplet VapOfIZ&thﬂ The reduction in total IrreverSIbllltyfﬂmency is due to the lack of effective drop|et penetrat|on in the
(1), is manifested mostly through a marked reduction in the irrgrimary zone, the reduction in second law efficiency is mainly
versibility rate due to inter-phase transport procesgesvith an  because of an increase I|51 due to enhanced gas phase transport
increase in pressuf@able 2(b)). The gas phase |rrever3|b|I|136X processes at increased swirl. Therefore an increase in inlet swirl at

Table 2 Influences of inlet pressure and swirl on combustion efficiencies and

process irreversibilities for fuels with different volatilities (mam=o.1 kals, Ag
=0.02m?, A,=0.04m?, T,,=600K, Re,=52400, #=80°, SMD,=52 um, A/F
=60): (a) comparison of combustion efficiency and second law efficiency (%);
and (b) process irreversibilities  (J/s).
Inlet Aininlet Combustion efficiencies Second law efficiencies
Pressure [Swirl
(kPa)  [Number n hexane kerosene mn dodecane n hexane kerosene mn dodecane
0.36 95.37 96.06 94.34 54.54 65.84 71.14
100 0.76 95.40 96.92 94.81 56.11 70.64 74.44
0.36 91.14 82.92 64.43 74.04 83.27 86.43
1000 0.76 84.21 78.47 45.90 67.12 72.27 82.73
(@)
Inlet Ainnlet m hexane kerosene n dodecane
Pressure [Swirl - - - - - - - - -
(kPa)  [Number |/, I, I I, I, I I, |1, I
0.36 RO731 |19746 40477 {17137 (12427 29564 |1827817097 25375
100 0.76 21154 |17930 39084 22963 2454 25417 [21481|1474 [22955
0.36 R6032 2224 28256 (14633 (3167 |17800 [8852 (1788 |10640
1000
0.76 30422 |5375 35797 (19342 6777 20019 (11418722 (12140
(b)
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Table 3 Influences of spray cone angle on combustion efficiencies and pro-

cess irreversibilities for fuels with different volatilities (M, =0.1Kkgls, As
=0.02 m?, A;=0.04 m?, Pin=100 kPa Tin=600 K, Re;;=52400, S=0.76, SMD;
=52 um, A/F=60): (a) comparison of combustion efficiency and second law
efficiency (%); and (b) process irreversibilities  (J/s).

Spray Cone|Combustion efficiencies Second law efficiencies

Angles n hexane |kerosene |ndodecane |nhexane |kerosene |n dodecane

60° 91.30 67.10 58.71 62.55 76.45 81.13

807 95.40 96.92 94.81 56.11 70.64 74.44

100° 98.62 93.86 91.30 50.04 68.25 68.38

(a)

Spray i hexane kerosene dodecane
iCone
lAngle [l d I Is I8 Il I 4 1
607 21018 112330 33348 |14680 (5702 20382 |10192 (6391 (16583
207 21154 (17930 [39084 [22963 D454 [25417 121481 (1474 [22955
100° 0466 124019 144485 (19865 (7613 [27478 (16189 (12484 [28673

(b)

a higher inlet pressure for the process of spray combustion is noit is observed from Table (8) that the second law efficiency

thermodynamically meaningful from the view point of conservatz, ) decreases with an increase in spray cone atgleor all

tion of both the quantity and quality of energy. fuels. Again at a giveny, the value ofz,, increases with a de-
crease in fuel volatility. The decrease in the valueygfwith ¢ is

Influence of Spray Parameters on Combustion Efficiency due to the increase in total thermodynamic Irreversibilitgf the
and Second Law Efficiency for Fuels With Different Volatili- - ProcessTable 3(b))for a given flow availability at the inlet. How-
ties. ever an interesting picture is obtained, if we look into the variation

. of different irreversibility components,, andl 4 with ¢ for fuels

Influence of Spray Cone Anglelt is observed from Table 3(a) of different volatilities. It is observed from Tablgt8 that for the
that, the combustion efficiency for a higher volatile féelhex- pigher volatile fuel(n-hexane), an increase infrom 60 deg to
ane)is very high and Increases marginally with the spray cOfo deg increases the irreversibility ratg, due to inter-phase
angle. For fuels of lower volatilitykerosene and dodecane), the . . R .

@nsport processes, while the irreversibility rage contributed

combustion efficiency is very low at a lower spray cone angle the gas phase, remains almost the same. In case of lower vola-
60 deg. However when the spray cone angle of the lower volat gas p ’ - :
Sfuels (kerosene and-dodecane), an increasegfrom 60 deg

fuels is increased from 60 deg to 80 deg, there is a considera . : . .
increase in combustion efficiency followed by a slight decread® 80 deg increases the valuelgfconsiderably while the value of
with a further increase in spray cone angle to 100 deg. This can lneS reduced. But with a further increaseyrfrom 80 deg to 100
physically explained as follows. deg, the value of; is reduced while the value df; is consider-

At a lower spray cone angle of 60 deg, the penetration of fugbly increased. This can be explained physically as follows.
droplets is relatively high. The poor rate of droplet vaporization, For a higher volatile fuel, an increase in the valugjofauses
in case of fuels with lower volatility, may lead to a situation wheréarger radial dispersions of fuel droplets and involves more air
a class of vaporizing droplets may reach the downstream locatiginculating within the spray in enhancing the rate of droplet va-
beyond the primary zone where burning is less conducive due tperization and thus causes an increase in the valug.ofn case
lower temperature because of excess air. This does not happenfifower volatile fuels, an increase in the valueypproduces two
case of a higher volatile fuel because of higher rate of fuel vaparentrasting effects in the rate of droplet vaporization. With an
ization. When the spray cone angle is increaggd80 deg, 100 increase in the value aof, a large class of droplets strikes the wall
deg)most of the droplet classes, for all fuels, strike the combustand vaporizes while sticking to the wall. Therefore the rate of
wall due to their large radial dispersions. According to the agter-phase transport processes is reduced due to a reduction in the
sumed stick model, droplets striking the wall stick and undergodtoplet surface area available for such processes. On the other
complete vaporization there itself. This causes an effective mikand, an increase in the value ¢f reduces the undue droplet
ture of air and fuel vapor within the primary zone and hencpenetration. The droplets under this situation, are retained within
results in an increase in combustion efficiency. The increaseds effective burning region in the primary zone, and are exposed
substantial for a lower volatile fuel because many of the droplefs a much steeper temperature and concentration gradients at the
which could have escaped the primary zone before complete Viaterface, for which the rates of inter-phase transport processes are
porization in case of lower spray cone angle, have in fact begttreased. When the value gfis increased from 60 deg to 80
trapped within the primary zone due to wall sticking at highedeg, the influence of wall sticking of droplets in the rate of inter-
spray cone angle. For a higher volatile fuel, the situation is a ”ttl%ase transport processes dominates in reducing the val'q,e of
different. Due to a rapid rate of fuel vaporization, almost all th@ile for an increase in the value gffrom 80 deg to 100 deg, the

droplets are trapped within the primary zone for their completgfiuence of droplet penetration on inter-phase transport rates
vaporization at all the spray cone angles. However, an increasejininates in increasing the value iQf

spray cone angle involves more combustion air within the spray to
enhance the process of mixing between the fuel vapor and air andnfluence of Initial SMD. It is observed from Table(4), that
thus produces a slight increase in combustion efficiency. the combustion efficiency increases for all fuels when the initial
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Table 4 Influences of initial SMD on combustion efficiencies and process ir-
reversibilities for fuels with different volatilities (mam=o.1 kg/s, As=0.02m?,
A,=0.04 m?, Pin=100 kPa Tin=600 K, Re,=52400, S=0.76, SMD,=52 um,
Al F=60): (a) comparison of combustion efficiency and second law efficiency

(%); and (b) process irreversibilities  (J/s).

Combustion efficiencies Second law efficiencies

ziﬁ;ﬂ SMD n hexane |kerosene |ndodecane |nhexane |kerosene |ndodecane

25 92.62 88.90 86.32 59.62 76.35 80.69

50 95.40 96.92 94.81 56.11 70.64 74.44

75 94.20 95.61 93.53 53.70 66.15 72.79

(a)

Initial  n hexane kerosene n dodecane
SMD

um) L s I I L I g la I
25 23188 |12773 35961 17442 3029 20471 11717 (5257 {16974
50 P1154 (17930 [39084 (22963 [2454 5417 21418 |1474 22955
75 20240 0985 141225 23346 014 26360 [22476 (1243 23719

(b)

SMD (SMD), is increased from 2m to 50 um. However, with ent operating conditions to throw light on the trade off between
a further increase in the value of SMom 50 um to 75um, the the effectiveness of combustion and the lost work due to thermo-
combustion efficiency suffers a marginal decrease for all the fuetiynamic irreversibilities in the process of combustion. The major
With an increase in SMD the rate of droplet vaporization perobservations are as follows:
unit mass is reduced but at the same time, the spray penetration ian increase in fuel volatility increases combustion efficiency
increased. In the lower range of SMihe spray penetration is only at a higher pressure for any given inlet temperature and swirl.
more important from the viewpoint of combustion efficiency. Arfrhe combustion efficiency is uninfluenced by the inlet swirl at its
increase in combustion efficiency takes place so long the penetiawer pressure, while it decreases with an increases in inlet swirl
tion of the droplets in the gas phase increases, but the droplatsen the pressure of inlet air is high. The second law efficiency
remain almost within the primary zone where burning rate of fuéihcreases with a decrease in fuel volatility and an increase in
is more effective. For still higher penetration, droplets may reagombustor pressure. At a higher combustor pressure, an increase
to a downstream location beyond the primary zone, where burniitginlet air swirl decreases both the combustion efficiency and
is less conducive due to lower temperature because of additiosatond law efficiency.
air. This results in a reduction in combustion efficiency. When the spray cone angle is increased, the combustion effi-
It is further observed from Table(@) that the second law effi- ciency increases drastically for a lower volatile fuel, followed by
ciency decrease with an increase in initial SMD of the fuel sprag. marginal decrease, while for a higher volatile fuel, the influence
The decrease in the value gf; with the SMD is attributed to an of spray cone angle on combustion efficiency is relatively mar-
increase in total process irreversibility while the flow availabil- ginal. The second law efficiency decreases with an increase in
ity at the inlet remains the same, since the incoming spdeies spray cone angle for all the fuels considered.
and fuel vaporiand their thermodynamic states remain the same. The combustion efficiency increases with an increase in initial
It is interesting to observe from Tablgb} that for a higher SMD of fuel spray up to a value of 58m, but a further increase
volatile fuel (n hexane), an increase in SMihcreases the Irre- in initial SMD causes a decrease in combustion efficiency. The
versibility 14 due to inter-phase transport processes but reducigcond law efficiency shows a monotonic decreasing trend with
irreversibility | , due to gas phase transport processes; but it is ju8tial SMD. _ _
the opposite in case of fuels with lower volatilities. The increase The optimum design of the combustor is based on a trade off
in the value ofl ; with the SMQ for a higher volatile fuel, can be Petweenr and 7, for an overall energy economy. The relative
physically attributed to the enhanced rates of inter-phase transpifightage ofy. and z, to be assigned in the process of optimi-
processes and vaporization of coarser droplets because of tF&#ON depends on the relative saving in the cost of energy quan-
better penetration and mixing in the gas phase. While, on the otfiisy Over the energy quality for a specific application. This is a task
hand, the enhanced inter-phase transports and better mixingPbfNerdy management in practice where the information provided
fuel vapor in the ambience makes the gas phase more homof¥-the present paper will serve as the fundamental inputs.
neous and brings about a slight decrease in the vallig ddie to
gas phase transport processes. In case of lower volatile fulismenclature
larger penetration of fuel droplets, beyond the primary zone with o
an increase in SMDreduces the rate of inter-phase transport pro- A = rate of flow availability
cesses and hence in the valud pf An increase in the value df, = slot area of secondary air inlet

S
takes place accordingly. 4 = slot area of dilution air inlet

a = specific flow availability
b = size parameter of Rosin-Rammler function

Conclusion c, = specific heat at constant pressure
A comparative study on the variations in combustion efficiency Cis = mean fuel vapor mass fraction at the droplet surface
and second law efficiency along with the various components of Cj = mean mass fraction gf" species

exergy losses of a spray combustion process in a gas turbine com- d = droplet diameter
bustor has been made for fuels with different volatilities at differ- d; = droplet diameter of'" class of droplet
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dmini = minimum diameter of" droplet class
dmaxi = maximum diameter of'" droplet class
D = combustor diameter
D¢ = effective mass diffusivity
E = entropy generation rate
h = enthalpy of formation
h = molar enthalpy
Ahs = enthalpy of formation
Ahg = molar enthalpy of formation
I = rate of Irreversibilities
I,(T) = black body radiation intensity at a temperature,
M = molecular weight
m = mass
Mt, = rate of fuel injection
Nu = Nusselt number
p = pressure
Pr = Prandtl number
g; = radiative heat flux ir; direction
R = radius of the combustor
Re = Reynolds number
= radial location
entropy
molar entropy
Swirl number
gas phase mass source term due to droplets
Schmidt Number
Sherwood Number

exchange with the droplets

= Sauter Mean Diameter

time

mean temperature

mean velocity inx; direction
mean axial velocity

mole fraction

velocity in x; direction

y = molar concentration of species
z = axial location

()
< ~ NS
—4~0 L é’)(gng’-g)(n‘mmm-*
Il

<

N

<x
[T

Greek Letters

a.s = effective thermal diffusivity
nei = effective viscosity

uy = eddy viscosity

p = gas phase density

¢ = spray cone angle

N = stoichiometric coefficient

Subscripts

initial/index of tensor notation
= index of tensor notation

= inlet

= exit

fuel

= product

= reference quantitity

-h
= UT @S — —
Il

836 / Vol. 124, OCTOBER 2002

gas phase species conservation equation source term
= gas phase energy conservation equation source term[13] Magnussen, B. F., Hjertager, B. H., 1977, “On Mathematical Modeling of
due to evaporation and combustion of liquid droplets.
= gas phase momentum source term due to momentum

Superscripts

d droplet phase
f fuel
g = gas phase
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A novel method, the Double Rays Method (DRM), is proposed to capture the discontinu-
ous nature of the radiation intensity, in order to reduce false scattering of the discrete
ordinates method (DOM). Numerical tests demonstrate that the DRM successfully re-
moves false scattering in all the two-dimensional test problems discussed in this paper.
The effect of false scattering on the computational results in two-dimensional situations is
investigated with the DRM. False scattering plays a double role: when the boundary emits
Ji'DOﬂQ Lu radiation in a limited number of directions, or when the irradiation comes from a limited

number of directions, it produces a smeared intensity field and radiative heat flux distri-
bution, and thus must be removed. In the case of diffuse boundary, however, false scat-
tering plays a useful role and thus should be retaind®Ol: 10.1115/1.1495518
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1 Introduction field. Several scholars employed the Fredholm integral form of the

. . equation of transfef22,23]for this purpose. Unfortunately, as
In the last two decades, the discrete ordinates me(bgaM ; ! o=
has become more and more popular in radiative heat t(ransfe)r C analyzed in Refs.10]and[21], the discontinuity cannot be com-

om: S . : ; X .
putations because it has several desirable features: easy cod) tglé/ aerllln;{?aﬁlﬁi Obg ;P'; ;ﬂuignk esrhnecle k:tesnsgh:‘g?sne (')sfég?t errei)r_w
computational economy, good accuracy, flexible marching proce- 9 ' ’ 9

dures, etc. Up o now, the DOM has been successiully appiea Y 2X0ee A BUICEE 1 G02 SR B0C8 3 (R0en & S
various radiation problems, such as radiation transfer in Cartesiél Y y :

cylindrical, and spherical coordinates, curvilinear system, co [&dition, as concerns the spatial integration of the RTE, false scat-
plex or irregular geometry, combined heat transfer, and non-g:%rmg cannot be eliminated by the cell-averaged sche ely,

problems, to name but a few. The efficiency of the DOM is con- e diamond and step S(_:hemes,)e[ttB,'Zzl], and thus ot_her methj
gs must be found. In this work, the discrete ordinate interpolation

stantly improved; new methods for selecting the discrete Ordina?hethod(DOlM) [9] is used, even though the DOIM still suffers

?;ffg]atﬁ;?/glg ggnan?o f(())rs es c(i) IVAZ%&?'?(E?Q ;lrcaggi/: ?ﬂge}ti'noi?jrom false scattering due to its unsuitable treatment of the discon-
prop : ' inuous intensity field.

volume method16,17], was also proposed and has found wide
applications.

The DOM, however, still has two shortcomings: ray effect and 2.1 Basic Idea of the DRM: Improved Treatment of Dis-
false scatterind18]. To eliminate ray effect, Ramankutty andcontinuous Boundary Conditions. For ease of presentation, let
Crosbie[19] used a modified differential approximation, in whichus begin the analysis from the example problem 2 in RES):
the radiation intensity is divided into two parts. For the sameonsider a square enclosure with four black walls and a non-
purpose, more recently, Baek et g20] used a combined Monte- participating medium. The bottom half of the left wall is hot, and
Carlo and Finite-Volume Method. However, as discussed kg top half and the other three walls are cold. The objective of this
Thynell[21], false scattering is much more difficult to handle, antest is to compute the radiation distribution for the radiation com-
additional approaches for eliminating false scattering should penent, which is at an anglé=60 deg to the grid lines, and
developed. Pessoa-Filho and ThyndlD] proposed an approxi- parallel to thex-y plane, as shown in Fig. 1. The shadowing
mate technique to eliminate false scattering, but this methodrggion is the region with an intensity of unity, and the intensity is
different from the standard DOM. The differencing scheme imero in the rest of the enclosure. Let us consider the computation
Ref. [8] and the hybrid scheme in Ref15] can also partially of the intensity at point D}y . As shown in Fig. 1, this beam
reduce false scattering. To our knowledge, since Chai ¢tl8] comes from point B, which is located between two nodal points A
first presented a detailed analysis on ray effect and false scatter@mgl C. According to the DOIM9], to computd p, it is necessary
associated with the DOM, there has been no report of successdfudetermine the intensity at its upstream pointl B, This inten-
removal of such false scattering. The purpose of this study is $ily can be obtained with linear interpolation between nodal points
propose a new method, the Double Rays MettiDBM), to cap- A and C[9]:
ture the discontinuous nature of the radiation intensity field, in
order to remove or minimize false scattering. Then the DRM is XB?XA(|C*|A) (1)

XA

. . A Ig=lpt
used to investigate how false scattering influences the computa- BA Xc—

The intensity at point Clc, is already known I(-=0), the re-
) ) maining problem is to determinlg, . If the real boundary condi-
2 Reduction of False Scattering tion is I ,=0, then,lg=0. Since the medium is transparent, then

As analyzed by Chai et gJ18], false scattering occurs once thdo=1s=0. This is identical with the physically real distribution
spatial discretization is performed over domains where the intel@s in Fig. 1,1 is equal to zero). However, if the real boundary
sity is discontinuous. Thus, to eliminate false scattering, off@ndition isl,=1, and Eq.(1) s still used to calculatég, then,

should consider the discontinuous nature of the radiation imensﬂ9Vi0U5|yJ g Is not equal to zero, and thuig is not equal to zero
either. As a result, false scattering occurs.

Contributed by the Heat Transfer Division for publication in th®URNAL OF In a similar test problem in Ref9], Cheong and Song assumed

HEAT TRANSFER Manuscript received by the Heat Transfer Division October 6',[halt |A:Q-5 (i.e., average value of unity an_d zgrdut thiS St”_l
2000; revision received May 9, 2002. Associate Editor: A. Majumdar. resulted in false scatterin@]. Note that 0.5 is correct: if a min-

tional results.
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Fig. 1 Test problem and the method for interpolation
X
A B

iature radiometer is put at a position close to point A and on the )

direct line A-E (actually, it is a planejo measure the intensity at Fig. 2 The double rays method

point A, within the “pencil” solid angle that the radiometer re-

ceives, half is filled with the radiation with the intensity of unity,

and the other half is zero; as a result, the “measured value” is 0.5.

However, keep in mind that Eq1) can give a prediction of sec- but note that the intensity field has a step changg=a0d andy

ond order precision only in a continuously changing intensity: 3Ay. Namely, the intensity is zero gt=0, and unity aty

field. If the variation of the intensity is non-continuous, Ef)) =0"; itis unity aty=3Ay, and zero ay=3Ay+0. Thus, when

may produce serious error. lIf= 1, the intensity field has a stepthe diamond spatial differencing scheme is used to extrapolate the

change at point A: at poin{©,0), the intensity is equal to unity, but boundary intensity ag=Ay, then the intensity ag=0", instead

at point (0",0) (here ““0""’ means a positive infinitesimal, as in of at y=0, should be employed. Similarly, the same treatment is

the following), it becomes zero. Thus, if E(L) is still used to applied to all nodes at=3Ay to extrapolate the boundary inten-

calculatelg, it will produce an incorrect result; consequentlysity at y=4Ay. In this way, the final result obtained with the

false scattering occurs. diamond scheme is also identical with the physically real solution:
Based on the above analyses, the basic idea of the DRM isno overshoot, no negative intensisince it is very easy to under-

conduct the interpolation between point'(,0) and point C, since Stand the above analysis, this result is not shown here for brevity,

the intensity is continuous in this region, namely the reader may refer to Fig(a) in Ref.[18] for details).
—Xa
I'5=1 aright ™ (Ic= 1 aright) ) 2.2 General Situations: The Double Rays MethodDRM).
C™ %A In the above two example problems, there is only one discrete

where | pign; is the intensity at pointXx+0y,), i.e., at point _direction, and the_medium is non-participating.A_g_ene_ral situation
(0*,0). In this way, no matter how much the intensity at poin? @ two-dimensional rectangular enclosufarticipating me-
(0,0) is, | g is always equal to zero; thug,=15=0. This is iden- dium, more discrete directions than orie shown in Fig. 2. For
tical with the physically real solution. Similarly, to calculdtg, it illustrative purposes, we assume there is only one discontinuous
is necessary to determirig. The interpolation is conducted be-boundary point, A, namely, the boundary condition has a step
tween point G and point—0,yg) (here “+/—0” means to add/ change at point A. The straight lines, A-1, A-2, and A-3, are the
subtract an infinitesimal, as in the followingnstead of between Projection onx-y plane of the discrete directions in the first octant
points G and D, because the intensity is non-continuous in tR&tting from point A(only three directions are shown for illus-

region between points G and D. Namely trative purpose; note that the discrete directions in the fifth octant
coincide with the above straight lines because of the symmetry in
Xg— Xg z-direction). Each straight-line represents two réyge present
le=lct . (leer— o) () method is named the Double Rays Method for this repsi,
E~ Xe

one ray starts from pointx¢, —0,y,), while the other one starts
wherel g is the intensity at pointXg—0yg), as in Fig. 1. Itis from point (x,+0,y,). For example, the straight-line A-1 repre-
equal to unity, since the medium is non-participating. Thys sents the following two ray&rojection on the-y plane): the first
=1, andl=1g=1, also the physically real solutions. Followingone starts from pointx{(y—0,y,), passes pointsxg;—0,ym), (Xg
the above method, one node by one node, all the intensities can-b@yg), (xy—0,yy) in sequence, and reaches poixi{0,y;).
calculated. The final computational result is identical with thEor ease of reference, this ray is hereafter labeled Rela.
physically real distribution, without any false scattering occurringMeanwhile, the second ray starts from,(+-0,y,), passes points
Now the above principle is applied to the example problem 1 ifxy+0,ynm), (Xg+0yRr), (Xxy+0yy) in sequence, and reaches
Ref.[18]. The situation is the same as the example problem in Figpint (x;+0)y;). Hereafter, this ray is labeled Ra¥-1b. The
1, but the radiation direction is normal to the left wall. In Fig. 4 opurpose of the double rays is to capture the discontinuous nature
Ref. [18], it is shown that the diamond scheme produces ovest the radiation intensity field, which is due to the discontinuous
shoot and negative intensities. Here, the diamond scheme is ussalyndary at point A and to the discretization of the angular vari-
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able of the DOM. Note that the discrete direction in the second Table 1 Method for the interpolation in Fig. 2

octant emitting from point A are not shown in Fig. 2 for clarity,
but they are treated in the same way. _ Position | Intensity | region of interpolation

How does the DRM capture the discontinuous nature of the
. Lo | .
intensity field? Let us take the above RayslaandA-1lbas an C ) P (% Vo) — (Xe, Vi)
example. They start from pointx{—0y,) and Xa+0,y,), re-
spectively. Since point A is a discontinuous boundary point, then C I X —(x 0
| 1rieft | 1rright (I1aere @Nd 1 1aigne @re the intensities in A-1 direc- 3 (X, V5) — (¥, Vo -0)
tion at point k,—0ys) and X,—0)ya), respectively; the rest +0) —
may be inferred by analogyThus, at any position on Ray-1a, G L (Xes Yo +0) — (Ko Yia)
say at point kg—0,yRr), the intensity in A-1 direction is not equal (v
to the corresponding intensity at its “twin” poinkg+0yg), i.€., M L (o ) — (-0, 1)
l1rief | 1riight- BY this way is recorded the step change of the M I (x Y— (%, 1)
radiation intensity across the straight A-1. Meanwhile, the region M o IN P4
in which an interpolation is conducted is always limited at one L I N
side of the straight line A-1; for example, the H§) in the fol- L (et 0, ya) — (3 1)
lowing. In this way, the discontinuous nature of the radiation in-
tensity in the discrete direction A-1 that is due to the discontinu- L Iy Oony ) — (6, 1)
ous boundary point A is respected.

Attention is now focused on the procedure for solving the ra- Q Iig (%ps Yo) — (%0, o)
diation transfer equations. To solve the discrete transfer equations,
an iterative procedure must be used. As aforementioned, in the A\ Liw (Xy+0, yv) — (X2, Vz)

present work, the DOIM9] is still used to solve the equations.

Thus, all the procedures, such as the marching direction of the * subscript 1 stands for the intensity in the discrete
iteration, and so on, are the same as the DQ3except for two

differences. The first one is that the regions of linear interpolation directions A-1, subscript C means at point C.
may be different from the DOIM: in the DOIM the region of

interpolation is always between two nodal points, whereas in the  The rest may be inferred by analogy.

present work, the region of interpolation is subject to the DRM.

The second difference is that in the DOIM, the discontinuous

nature of the radiation across the straight lines A-1, A-2, and A-3

is not consideyed, V\{hereas in the present work it is consider%tew, since the medium is participating, this intensity is un-
Moreover, the intensities on all the double rays, such as Ral& | own, and thus it is necessary to determine it with iteration. This
and A-1b mentioned above, will be computed with iteration. Fofgaqs to the aforementioned second difference between the DOIM
the sake of brevity, in the following analyses, only these W] and the present work. Concerning this difference, the most
differences are analyzed in details; the reader may reff9]ttor  jhortant question is how to compute the intensities on the double
details '?‘bOUt the_ DOI.M' . rays the straight lines A-1, A-2, and A-3 stand for.
Consider the first difference mentioned above. For example, t0The general iterative procedures are the followtade the two
use the DOIM to predict the intensity in A-1 direction at pomtTlr}ays the straight line A-1 represents as the exampest, to
Fig. 2,11, itis necessary to calculate the intensity at its upstreagjeict the intensities at the points on the aforementioned Ray
pointQ, I, with the interpolation. According to the DOIW],  A_15  the iterative direction is along its propagating direction:
the linear interpolation is conducted between nodal points P ang,gm, point A to point 1. For example, to predict the intensity in
X the A-1 direction at pointXg—0,yg), one must compute the in-
l1g=11pt s iy 15— 11p) (4) tensities for all the discrete directions at poirk{-0yg) and its
Xg— Xp upsr:ream Eoint Xm —hO,yM)l. Atdthcta) upstrea(;n pc()jint, the intenslity )
. . . . in the A-1 direction has already been predicted; consequently, the
Then, l,7 is dhete_rmmeq V‘."thd.the exponential Sr‘]Chef@' HEW' interpolation is unnecessary. The radiation intensity in A-2 direc-
ever, since the intensity Is discontinuous In the region betweggy, oyperiences a step change at point L, thus the linear interpo-

nodal points P and ®&he radiation intensity distribution experi- lation is conducted between points C0y,) and N, as listed in
ences a step change at point e above interpolation will result Table 1, namely: b '

in false scattering. Thus in the DRM, the region of interpolation is
changed to be between pointgg(-0yg) and P, as listed in

— Xy
Table 1, lom= L amright= | 2miert= on+ (IoLiet=12n) (7
XL = XN
lyo=11pt+ m“ Riefi— ! 1p) (5) However, the radiation intensity in A-3 direction is continuously
XR— Xp changing between nodal points N and J, thus the linear interpola-
. . N L . tion is conducted between them
where |gert IS the intensity in A-1 direction at pointxg
—0,yyR). However, note that if there is not a discontinuous change Xy — Xny
in radiation intensity between the two nodal points, then the inter- I3m= | amright= 1 amiert= I ant (I5=13n) (8)
polation is still conducted between them. For example X3— XN
_ The intensities in the discrete directions in the second, third, and
lak=l 3+ Yk yP(|3U_|3P) (6) fourth octants at pointxy—0yy) are obtained with the linear
Yu—VYp interpolation similar to Eq(8).

Similarly, the intensities in all other discrete directions at point

Since the intensity in A-3 direction is continuously changing bes oy can also be obtained with linear interpolation between
tween points P and W@as in Fig. 2, the straight line A-3 does “Otpoints P and S. Then the intensity in A-1 direction at poix (

pass through this region —0,yR) can be predicted with the exponential scheme
In the above Eq(5), obviously, beford , is predicted, one Yr) predi W xp I

must know the intensity at pointxg—O0,yRr), |irer- Unfortu- l1r=l1meXP(— BaAS) + Say/ Bal 1 —exp — BaAS)]  (9)
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As=(Yr—yw)! 71 (10) Table 2 Discrete ordinates for LSO  S,-approximation

where B,, and S,, are the average values of the correspondin direction & n 7] w
parameters at points M and R, and the latter is determined usij
Eqg. (11) introduced in the following. In this way, one points by ! 0.2958759 02958759 | 0.9082483 | /6
one point one can predict the intensity in the A-1 direction at g 2 0.2958759 0.9082483 | 0.2958759 | #/6
the points on the Raj-1a.

Then, the same procedures are repeated to predict the intens 3 0.9082483 0.2958759 | 0.2958759 | /6

in A-1 direction at all the points on Ra&-1b. But note that each
point on RayA-1b shares the same intensities in all the discrete
directions except for A-1 direction with its “twin” point on Ray
A-1a, and they also share the same incident radiation and soutfe@y-direction dimensionless heat flux distribution on the bottom
function. For example, the poinkg+0yg) on RayA-1bandits Wall. In the following analyses, only LSOS,- and
“twin” point ( Xxg—0yg) on RayA-la share the same incident Ss-approximations are employed, because it is easy to know the
radiation and source function for A-1 direction: numerically exact solutions of the discrete ordinate equations of
these two quadrature sefseedless to day, these exact solutions
are free of false scatteringFor S, set, the numerically exact
G:2W1('1Rleft+|1Rrighf)/2+_2 2wl 1Riett (11)  solution is that the heat flux is zero everywhere except for the
i=2n region betweerx=2 to x=3 where it is equal to 0.5; this is due
to the discrete direction of=»=—0.5[18]. To facilitate the
2@ W1 (1 1rierct | 1Rrrignd 12 presentation, the direction cosines of LSQare listed in Table 2.
The numerically exact solution of tH&, set will also be equal to
zero everywhere except for three regions, ixes,(2,3), (4.0277,
(12) 5.0277),(5.9773, 6), in which the heat flux is equal to 0.09863,
0.3025_5, atnd 0.30275, ][espetﬁtiVﬁlyt. Thi?j is due tci thtﬁ tr]lre? diz—
TS crete directions coming from the hot section, namely, the first an
Note that, for the situation in Fig. 2. second directions in thge third octafsee Table 2), andythe second
lirien= lirrignt (1=2.1) (13) direction in the fourth octant¢é=0.2958759 7=—0.9082483).

) ) ) S ) Figure 3 illustrates the heat flux distributions on the bottom
wherew; is the weight of the discrete directionifhandn is the  wall obtained with the DRM. To facilitate the comparison, solu-
total number of the discrete directions in the first to fourth octantins obtained with the step scheme by ax26 points grid are
(note the symmetry of two-dimensional problémé is easy to also illustrated in the figure. As shown in Fig. 3, the solutions
understand the above Eq41)-(13) by recalling the discussion in optained with the DRM using, andS,-approximations are iden-
subsection 2.1. ) ) tical with the numerically exact solutions of the discrete ordinate

Then the same procedures are repeated to predict the intensigiggations in the above paragrafthe numerically exact solution
on all other double rays emitting from point(# all other discrete for S,-approximation is not shown in the figure for clajitOn
directions in the first and second octan#fter all these intensi- the contrary, the solution using the step scheme exhibits a con-
ties on the double rays are predicted, the above interpolatifguous heat flux distribution due to false scattering. However, the
method(some typical regions of interpolation are listed in Tablghysically exact solution is a continuous distribution without any
l) is used to predict the nodal intensities in all the discrete direﬁump_ Thus, from this standpoint’ false scattering is he|pfu| to
tions, and the iterative procedures are the same as the D®IM remedying ray effect; of course, this does not mean that ray effect
Then the above procedures are repeated again and again untilighgliminated, as pointed out in RéfL8]. In fact, obviously, the
iteration precision is satisfied. Finally, the discontinuous changggysically exact solution should exhibit the maximum heat flux at
in heat flux at points 1, 2, and 3 can also be computed, whergass 5 (not shown in Fig. 3 for clarity Yet, the above two solu-
the DOIM[9] cannot provide these data. tions with S, and S,-approximations and the step scheme do not

2.3 Accuracy of the DRM. Since the DRM uses a linear
interpolation, and the linear DOM is also a scheme of second
order precisio9], thus the numerical precision of the DRM is of

Sl:Kle+((TS/47T)

+ E 2®;wil 1Rieft

i=2,n

0.7
second order too.
06
3 Results
Two cases are solved and compared with physically exact so- 05 r T
lutions: participating medium and non-participating medium, in 04 |

i
order to test the DRM. Before beginning the discussion, note the !
difference between NUMERICALLY exact solution of the discrete '
ordinate equations” andPHYSICALLY exact solution.” The former |
is the exact solution satisfying the discrete ordinate equations, i
while the latter is the real solution of the physical problem. Ob- .
viously, the former may not be equal to the latter, since the dis- !
crete ordinate equations are merely the discrete representation of
the continuous directional variation of the radiation intensity. -

I |

0.1 |

|
1
ol
3.1 Non-Participating Medium and Diffuse Boundaries 0 1 2 3 5
(Test Problem 3). Here, the example problem 3 in R¢L8]is
chosen, since it is a very illustrative one. Consider a tch. . . N
. : . ig. 3 Dimensionless heat flux distribution on the bottom wall
dimensional rectangular enclosure with three bl’ack walls and ngne’y o example problem 3 in Ref. [18], obtained with — — —
participating medium, the top and bottom walls’ length is six, anggq S, and the step scheme, — LSO S, and the step scheme
the two sidewalls’ length is three. A section of the top wall is hat- _ | S0 s, and the DRM, —— LSO S, and the DRM, M numeri-

(from x=5 tox=6), while the rest of the top wall and the othercally exact solution of the discrete ordinate equations of LSO
three walls are cold. The objective of this problem is to computg,
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Table 3 Dimensionless heat flux on the top wall for test prob- 0.4
lem 4 obtained with the DRM
Position, | physically exact | this work, | this work, i
x solution [22]* with S, with S;
0.0 0.893 0.8869 0.8860
0.1 0.827 0.8233 0.8230
0.2 0.796 0.7886 0.7920
0.3 0.777 0.7670 0.7748
0.4 0.767 0.7563 0.7656
0.5 0.764 0.7531 0.7626 0.1 et
0.6 0.767 0.7563 0.7656 0 0.2 0.4 0.6 08 1
0.7 0.777 0.7670 0.7748 030
0.8 0.796 0.7886 0.7920
0.9 0.827 0.8233 0.8230
1.0 0.893 0.8869 | 0.8860 0.25
* By linear interpolation to corresponding x
> 0.20
predict this result; in fact the solution obtained with the
i‘%agproximation and the step scheme displays a dip at about 0.15
If' dne uses the example problem 4 in REff8] to further test (b)
the DRM, the results are also identical with the numerically exact o

solutions of the discrete ordinate equations. These results prove 0.10 —
that, in the case of non-participating medium, the DRM can thor- 0 0.2 0.4 0.6 0.8 1
oughly remove false scattering. x

3.2 Participating Medium and Diffuse Boundary (Test Fig. 4 Dimensionless heat flux distribution on the top wall for
Problem 4). Consider a purely scattering uniform medium in aest problem 4: (a) using LSO S, approximation and 101 X101
two-dimensional black square enclosure, the bottom wall is hgiid points; and (b) using LSO Sg approximation and 101 X101
while the other three are cold, the lengths of the walls are one, agnitl points. = obtained with the DRM, — obtained with the step
the scattering coefficient of the medium is unity; hereafter, thgsheme, ® physically exact solution  [22]
problem is referred to as test problem 4. This particular case is
selected because the physically exact solution is available in the
literature, for example, Ref22]. It has also been used as a benchA-2, whose direction cosines ££,7,,u,) are equal to
mark by many researchef$,2,4,10,19]. (0.2958759, 0.9082483, 0.2958758e., the second discrete di-

First, the dimensionless heat flux distributions on the bottofgction in Table 2. The sharp drop»t0.67423 is due to radia-
wall predicted with the DRM using LSOS, and tion beam B-5, whose direction cosines (7,,u,) are equal to
Sg-approximations and a 164101 points grid are compared with (0.2958759, 0.9082483, 0.295875% fact, the intensity can be
the physically exact solutiof22], see Table 3. The iterative pre-divided into two part§19], namely
cision of these results is X010 *° (using the double precision of L=t (14)
FORTRAN code, as for all the following resultand the corre- boowbm
sponding iterative numbers are 23 and 24 times for L§Gnd Here subscript “i” stands for théth discrete directionl,; is the
Sg-approximations respectively. As listed in Table 3, with an indirect intensity component due to the emission and reflection at
crement of the order d®,-approximation, the predicted heat fluxthe walls, and ,,; is the intensity due to the contribution of the
approaches the physically exact solution. The highest relative gredium by emission of scattering. Consider the radiation beam
ror of the results withSg-approximation is 0.78 percertat x ~ A-2: it reaches point 2 on the top wall after traveling an optical
=0.0 andx=1.0, i.e., the two discontinuous boundary pojnts path of 1k, (note that the medium is uniformThus when it
This good agreement confirms the numerical precision of tiieaches the top wall, its direct intensity component becomes
DRM.

In this test problem, predicting the heat flux distribution on the lwo=lo€Xp( = 1/72) (15)
top wall is a severe test. Figure 4 shows the dimensionless heih
flux distribution obtained with the DRM using LS@, and )
lo=0Tilm (16)

Sg-approximations, as well as the results obtained with the step
scheme. Figure 5 illustrates the corresponding dimensionless heate T, is the temperature of the bottom walll,, contributes to
flux in y-direction along the centerline normal to the bottom walkhe y-direction dimensionless heat flux on the top wall:

In Fig. 4(a)the solution using the DRM an§,-approximation 4
exhibits a sharp rise or drop of 0.1006737xat0.32577 anck Qu2=W272lw2 /(0 T7) = (7/3)-0.9082483l,
=0.67423, respectively. Ray tracing analysis reveals that these _ 4 _
sharp changes are due to ray effect. As shown in Fig. 6, the +€xp(—1.0/0.9082488 (o T;)=0.1006737  (17)
boundary has a step change at points A and B. The sharp riseAma result, this produces a sharp rise of 0.1006737 in the dimen-
heat flux atx=0.32577 on the top wall is due to radiation beansionless heat flux at point X{=0.32577y,=1) on the top wall.
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05 Fig. 6 Analysis on the ray effects in Figs. 4 (a) and 5(a)
> 05 |

Sg-approximation, just one directiort= = u=0.5773503, its
weight(=0.4617179)makes up 29.4 percent of the total. Needless
to day, this enhances ray effect.

0.3

0.1 3.3 Participating Medium and Diffuse Boundary (Test
0 0.2 0.4 0.6 0.8 1 Problem 5). In the above two subsections, the step scheme and
y the DRM are used. In this subsection, the linear DQ8Iwill be
] ] ] ] o used to further examine the effect of false scattering. For ease of
Fig. 5 Dimensionless heat flux in y-direction along the center- presentation, we first present some explanations about false scat-
line normal to the bottom wall for test problem 4: (@) using LSO 0ing associated with these two spatial schemes. It has been

S, approximation and 101 X101 grid points; and (b) using LSO
Sg approximation and 101 X101 grid points. ™= obtained with the
DRM, — obtained with the step scheme.

shown that the DOIM also “suffers from” false scatterifg].
However, we found that, for two-dimensional problems, the
DOIM does not produce false scattering in the discrete directions
that satisfyé/ n=Ax/Ay. HereAx andAy are the grid size ix
andy-directions, respectively. But the DOIM produces false scat-
The result from Eq(17) is surprisingly identical with the afore- tering in all other directions. IAx=Ay, then the DOIM does not
mentioned value predicted by the DRiMote that in the DRM the produce false scattering in all the directions that satisf45 deg
intensity is not separated into the aforementioned two compg@selective false scattering” This point will not be demonstrated
nents). This identity is achieved in all other discrete directions,
without exception; no matter what quadrature set is used. This
identity not only demonstrates that false scattering has been com-
pletely eliminated in this test problem, but also indicates the DRM 04
is numerically preciséhere the relative error fay,, is zero). cold
In Fig. 5(a), the heat flux using,-approximation has a sharp
drop aty=0.16 andy=0.5. Obviously, these bumps are also due
to the ray effects: as shown in Fig. 6, the bumpyat0.16(i.e., at
point C) is due to the beams A-3 and B-6, while the bumpyat
=0.5(i.e., at point D in Fig. 6)s due to the beams A-1 and B-4.
Meanwhile in Fig. 5(b), the heat flux usirj-approximation ex-
hibits more bumps; the drop §t=0.5 is the strongest one. The
reason for these bumps is that, among the ten discrete directions in
the first octant of the LS@g quadrature sethis set is available cold cold
in many references, for example, RE8)), two are located on the
plane ¢=m/4. Moreover, the sum of the weights of these two
directions is 0.6329538, which corresponds to 40.3 percent of the
total weight of the first octari.e., 7/2)! As a result, this produces
a strong variation ag=0.5. Moreover, the top wall cannot “see”
such an amount of radiation except at the two corrassa con-
sequence, the heat flux distribution in Figb¥turns upwards at 0.2
x=0 andx=1); this is obviously not very reasonable. Further -
examination of other quadrature sets reveals that though the stan- 1.0
dard discrete ordinate quadrature sets have the advantage of rota- <
tional symmetry, too high weights are concentrated on the plane
of ¢=ml4. For example, in the quadrature set of Fig. 7 Test problem 5

hot

\j
=

Y
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0.15

Figure 8(a)reveals that even if a scheme does not produce false
scattering in only one or two discrete directions, ray effect may be
strong. Thus Fig. 8 proves again that false scattering effectively
reduces unwanted bumps due to ray effect; in other words, it plays
a useful role. Thus it is better to retain false scattering in the case
of diffuse boundary conditions.

3.4 Other Boundary Conditions. Now let us analyze test
problem 4 and the results in Fig(&d from an opposite point of
view: assume that the hot bottom wall is not a diffuse surface but,
on the contrary, that iREALLY emits radiation in the same direc-
tions as the discrete directions of tBg-approximation(i.e., 12
directions in the half solid angle range ofrR and that the radia-
tive heat flux in each direction is the same as the flux in the
corresponding direction of thg,-approximation for diffuse sur-
face. Then, in this case, the physically real heat flux distribution
on the top wall will be close to the result obtained with the DRM
Y in Fig. 4(a). In other words, the physically exact solutreaLLy
has a bump ak=0.32577 andk=0.67423. However, the result
obtained with the step scheme does not show these bumps; on the
contrary, the step scheme smears these sharp chéseedsig.

I 4(a)). In this case, false scattering becomes a shortcoming and
must be removed. The results in Figs. 45, and 7 can also be
analyzed in the same way; all these analyses give the same con-
clusion as above. In fact, this is also the conclusion stated in Ref.
[18].

0.1

0.05

0.15

0.05 .
4 Conclusion

From the above studies, the following conclusions are drawn:

1. In all the test problems discussed in this papevo-
dimensional), with non-participating or participating me-
1 dium), the DRM effectively captured the discontinuous na-

y ture of the intensity field that is due to the discontinuous

boundary points and to the discretization of the angular vari-

04 0.6 0.8

Fig. 8 Dimensionless heat flux on the right wall for test prob-
lem 5: (a) using the DOIM [9] and a 50 X50 grid; (b) using the
step scheme and a 50X50 grid
set [3]; ----- using LSO Sg quadrature set;
(using the Monte Carlo Method )

@ exact solution

here, since it can be easily verified from the data in R&f. On

the contrary, the step scheme produces false scattering in all the

discrete direction$§18,24].

Now, consider the test problem 5 shown in Fig. 7. The situation
is similar to test problem 4, but only a section 0.2 long at the
center of the bottom wall is hot. This problem was also used as a
test case in Ref.19]. Figure 8 shows the dimensionless heat flux
distributions on the right wall for test problems 5, obtained with
LSO S; and LSHS;, quadrature setg3] using the linear DOIM
[9] and the step scheme, as well as the physically exact solution
obtained with the Monte Carlo Method. When the DOIM scheme

(— using LSH S;4 quadrature 2

able, and false scattering was thoroughly removed using the
DRM.

. Previously, false scattering was thought to be a “shortcom-

ing” [9,10,15,18,21,244 however, the above analyses show
that false scattering plays a double role. In the case of dif-
fuse boundary, it plays a useful role, and makes the compu-
tational results close to the physically exact solutions. Thus,
it will be better to retain it. However, when the boundary
emits radiation in a limited number of directions, or when
the irradiation comes from a limited number of directions
(e.g., collimated irradiation it produces smeared intensity
field and radiative heat flux distribution, thus it really be-
comes a shortcoming, and it must be removed. Under these
circumstances the DRM predicts more accurately than other
methods.

is applied, the intensities at=0.4 andx=0.6 are treated as Acknowledgment

Cheong and Sonff] did (i.e., assumed to be 0.5). As shown in  The authors are grateful to AFCR$Sino-French Association
Fig. 8(a), the result with LSS and the DOIM exhibits a sharp for Scientific and Technological Researdbr their financial aid.

change aty=0.4 andy=0.6, respectively. Ray tracing analysis
reveals that this is due to two reasons. The first one is ray effe
the effect of the two rays located on the plafre45 deg(here,
Ax=Ay) and the too high weights associated with thesee the
analyses in subsection 3.Zhe second one is selective false scat-
tering: although the DOIM produces false scattering in all other
directions, it does not produce false scattering in the directions
that satisfy$=45 deg. On the contrary, since the step scheme
produces false scattering on all the discrete direct[d®s24], it
greatly reduces the fluctuations in the heat flsee Fig. 8(b)and

the results are closer to the physically exact solution than the o3 =

results in Fig. 8(a). Especially for the results with LS, set, the
bumps aty=0.4 and 0.6 in Fig. &) are not observed in Fig(B).
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q
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w
B =
P
¢

L =

%l[gmenclature
G =

dimensionless incident radiation
= dimensionless radiation intensity
= dimensionless heat flux
dimensionless source function
weights in quadrature

extinction coefficient

scattering phase function
azimuthal angle

scattering coefficient

direction cosines with respect 1qy, z-axes, respec-
tively
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Investigation of Circumferential
Variation of Heat Transfer
Coefficients During In-Tube
oo voon | EVApPOration for R-22 and R-407C
e § - Using Liquid Crystal

Min Soo Kim
e-mail: minskim@snu.ac.kr Heat transfer coefficients during evaporation in a horizontal smooth tube for R-22 and
. R-407C (R-32/125/134a, 23/25/52 wt.%) have been measured using thermochromic liquid
Sohool of MeChamCal gnd crystal. Focus has been put on the circumferential variation of heat transfer coefficients at
Aerospgce E”g'”.ee“U@' several cross-sections of the test tube with inner diameter of 11.3 mm for several vapor
Seoul National University, qualities of refrigerant. The inner wall temperatures were calculated by one dimensional

Seoul 151-742, Korea heat conduction equation from the measured outer wall temperatures, which were ob-

tained using an image processing technique with thermochromic liquid crystal (TLC). The
relation between measured temperature and color information (Red-Green-Blue values) of
thermochromic liquid crystal was calibrated by a neural network method. Results show
that circumferential variation of heat transfer coefficients for R-22 is quite large with the
highest heat transfer coefficient at the top of the tube. For zeotropic mixture of R-407C,
similar trend has been observed with less difference between the heat transfer coefficients
at the top and bottom than that of R-22DOI: 10.1115/1.1484110

Keywords: Evaporation, Heat Transfer, Image Processing, Refrigeration

1 Introduction suring points using thermocouples, and conduction loss through

Environmental issues of global warming and ozone depleti(yr]le thermocouple wire tends to reduce the accuracy of the mea-

by CFC and HCFC refrigerants have driven us to find and devel(;g(gimfmé Iil:surﬂ;g?ewceerﬂgﬁ:l hg:éagigsgﬂhgcf Tgin:: tﬁilglf-r
new alternative refrigerants. Extensive studies on alternative fe- y q

frigerants have already been carried out for their thermophysi §5S change due_ to gravity, flow patterns, and composition S.h'ft
properties and their performances in refrigerators, ai or zeotropic ref_rlg_erant_ mixtures. E"e'.‘ though cwcumferen_ﬂgl
conditioners, heat pumps, etc. Since two-phase heat transfer ¥ tt_ransfer variation W'." not fully gxplaln thes_e phenomena, it is
main mecha‘nism of energ‘y transfer in these systems, investigat e Important to investigate the C|rc_umfe_rent|al heat transfer co-
of evaporation and condensation heat transfer has been carriedgljg'et change, "’}n.d to compare this .W'th the locally averaged
and enhancement of heat transfer has been constantly purslﬂl { transfer Coeﬁ'?'ef“ from 3 or 4 point measurements.
which, in turn, will improve system performance. In designing a ermochromic .I'qu'd crystals exhibit all colors of the vgble_
new machine with new alternative refrigerants, it is a prerequisi?@ewum for Spe?'f'ed. temperature range. R_ecently,_ quantitative
to get information on two-phase heat transfer for new refrigeran _easurements using liquid crystgls were carn.eq outin a convec-
Until now, several experiments and theoretical studies hay¥® heat transfer study by Camci et EL7], and it is found that a

been done for in-tube evaporation of new alternative refrigeranygy accurate quantitative approach is possible when a linear hue

Measurements of heat transfer coefficients along test tubes h3yESuS temperature relation for a certain range is used. It is note-

; . o ~ worthy that Matsumoto et aJ18] used a neural network method
E?;ne:hj F;?S tcggiqgte 2} [Sé‘lt]qdll(%ﬁtgr]lge?;?[l.s[]l)]'aizlr;eevteﬁgl[zc]c’)r- in their calibration to get a relation between RGB signals and

relations based on experimental data have been proposed for peratures. In this study, neural network method is also used for

purpose of heat exchanger design and analgisigor and Win- tclgr(])rétor-timopir?t;re .t(;intsgﬂ:m;g?nr’ebfgr?useczg %Zczrk?t;gnceililbk;a_
terton [6]; Jung et al[7]; Kandlikar [8,9]; Kattan et al[10]). ! urve ov Wi peratu 9 ! y

When the circumferential variations of heat transfer coefficients %gnsudenng a strong non-linear relation between color images

one cross section of the tube are considered, there are some st (?—B &gnals)argﬁl Lerq_;;eratgrestwhenfctck)]mptarehd .W'th .thfh hue-
ies based on the measurements at several positions around §igP€rature metnod. The advantage ot this technique Is theé pos-

circumference(Ross et al[11]; Jung et al[12]; Yoshida et al sibility to get two dimensional temperature distributions over the

[13]; Niederkfger et al.[14]; Boyd et al[15]; Shin et al[16]; Circumference and for some axial length simultaneously.
Kattan et al[5]; Choi et al[4]). In most cases, it is quite usual to | 1€ main objective of this study is to investigate a local cir-
measure tube wall temperatures at 3 or 4 locations of test sectfifinferential variation of heat transfer coefficients during in-tube
(i.e., top, one or two sides, and bottpmsing thermocouples and €vaporation. It includes a comparison of the measured data with
calculate the average value to get a local heat transfer coeffici€iSting heat transfer correlations. In this study, an imaging tech-

as a representation of heat transfer coefficient at one axial pdddue using thermochromic liquid crystalLC) is used to mea-
tion. However, there always are limitations on the number of me§t'€ @n almost continuous variation of outer wall temperatures

uring in-tube evaporation of pure R-22 and zeotropic refrigerant

Contributed by the Heat Transfer Division for publication in th®URNAL OF mlx_ture O.f R-4O7C(R-32/125/134a’ 23./25/52 wt )%Clrcumfer-_
HEAT TRANSFER Manuscript received by the Heat Transfer Division March 27€Ntial variation of heat transfer coefficients for these two refriger-
2000; revision received April 1, 2002. Associate Editor: T. Y. Chu. ants at several vapor qualities is provided.
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2 Wall Temperature Measurement Using Liquid 300 — —
Crystal i o Red

0 Green 1
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b %m ]
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Image Processing System. First of all, wall temperature mea-
surement using liquid crystal is described in this section. Since the
color of liquid crystal varies uniquely as temperature changes, it is
required to get color information of the liquid crystal to be incor-
porated with the temperature of the wall of a test section. As the
liquid crystal film was attached on the outer wall of the test tube
in a very thin layer while keeping the tube temperature near the
ambient air, it is quite acceptable that the temperature of liquid
crystal is very close to that of the wall. Color image processing
technique is used for obtaining color information of liquid crystal, ]
which means colors of liquid crystal that appear on the outer wall - < o 1
of the test section are observed by a CCD camera to get red-greeng 50 [ °° * %%%w
blue (RGB) information at the spot of interest. The CCD camera OOM P
sends analogNTSC) signals to the frame grabber in a computer, :
which converts analog signals to digitized image of 8480 01 . e
pixels. However, only %5 pixels around the spot of interest 10 12 14 16 18 20
which is perpendicular to the camera angle have been used for
color to temperature conversion, where each pixel has digitized
RGB values ranging from 0 to 255. For the measurement at ott‘,._er
positions around the circumference, camera has been rotatedtel%'(p
keeping a perpendicular orientation to the tube surface. As an
illumination system, halogen lamp of 100 W with ring-type opti-
cal fiber was used.

100

ative magnitude of RGB values
o ~ = T
i _
(o]
Ooo
OO

R

Temperature (°C)

1 Relative magnitude of RGB values as a function of
erature

ability to learn the relation between given inputs and their corre-
Calibration. To measure a temperature using thermochromighonding outputs as stated by Kimura et{&B]. The structure of
liquid crystal, the relation between the color of liquid crystal angleural network used in this study is depicted in Fi¢h)2 The
the temperature of the test section should be known. A test sectigaighting coefficients ;) and offset(c) between two neurons
for calibration was made of a quartz tube, where thermochromige optimized to get best results for the normalized calculated

liquid crystal film and copper foil were attached on the innefemperaturef. from the measured temperatur, , where the
wall of the quartz tube. Five thermocouples were attached on thgrmalized temperature is shown in E@).

copper foil inside the quartz tube. Single phase water flows
through the test tube at the maximum rate of about 0.2 kg/s so that = T—Thin 3)
the temperature change in the test section would be negligible Tmax— Tmin

while maintaining a designated temperature. Thermochromi

liquid crystal used in this study is a cholesteric-type that has #nresents the minimum event temperature of 10°C. The opti-
event temperature range from 101@d) to 20°C (blue). The ized weighting coefficients and offsets are listed in Table 1,

lflr%r:#ntgh:%ugge Ci%'g?a tCin;ﬁgb:j?:?cr;ic;i %ﬁ;gﬁnizdthis S(;i?eoagased on normalized RGB values and normalized reference tem-

in the main experiments to minimize the effects of illumination
angle to the test surface on temperature measurement. When
steady state is reached, the image capturing with CCD camera and
the temperature measurement using thermocouples are carried ou
simultaneously.

ereThax IS the maximum event temperature of 20°C ang,

Color to Temperature Transformation. Typical example of
RGB values for liquid crystals in this study versus measured tem-
peratures is presented in Fig. 1. RGB values obtained from the test
as shown in Fig. 1 are then normalized with their mathematical
sum to represent the observer-independent color values as statec
by Camci et al[17]. The normalized RGB values are defined as
in the following Eq.(1).

R G B )
"“Ric+e’ " RiGB’ P  RiGIB (1)

Instead of calibrating RGB values obtained from the captured im- ¢
age to the measure temperature, normalized RGB valugs) (

are used for the calibration. In this study, neural network method

is introduced to formulate the relation between color information
and temperature. An exemplary neuron in the neural network is &
shown in Fig. 2(a). With given inputs of’s, the outputf(s) of

the neuron is given by Eq2);

3 b

f(s)= S= D XWWiHC @)
k=1

1+exp(—ugs)’

wherec is an offset for the neurony,’s are weighting coeffi- Fig. 2 (a) An exemplary neuron; and  (b) neural network used
cients, andig is a constant, which is given as 0.5. A neuron has &or calibration
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Table 1 Optimized weighting coefficients and offsets of the chiller, heat exchanger for subcooling the refrigerant, pre-heater,

neural network in this study mass flow meteOval, D012S-SS-200 and heat transfer test
Weighting coefficient Offset section. In addition to these, CCD caméRanasonic, KR-222
for capturing color images, illumination system and computer
path value path value with frame grabber(Matrox, Meteor) become part of the test
i—h, 3.204163 setup. Tht_e magneti(_: gear pump circulates the subcooled quu_id
. from the liquid receiver to the pre-heater, and the pre-heater is
iy~h; 3.667228 i—h, -L198521 installed to adjust the inlet quality of the refrigerant to the desired
ik 2582375 value. The mass flow meter is installed before the pre-heater to
> measure the flow rate of the refrigerant in the liquid phase.
ii—h; -2.232578 Figure 5 represents the schematic diagram of the heat transfer
Pk 3419837 i—h, 2283305 test section. Seamless stainless steel tube is used as a heat transfer
b test section with inner and outer diameters of 11.3 and 12.7 mm,
i—h, 3.145532 respectively. Thermochromic liquid crystal is attached on the

- outer wall of the test tube where black paint is painted between
ir=hs 4.555921 the outer wall and the layer of thermochromic liquid crystal. The
iy—~h;s -7.220535 iy —h; -0.855518  test section is surrounded by quartz tube for insulation, since the

thermal conductivity of quartz tube is about one tenth of that of
iy=h; -0.620283 stainless steel tube. In addition to this, the temperature difference
hi—o, 10.534632 between the surroundings of the test section and the outer wall of
the tube has been kept within 2°C. The heat is generated from the
tube since AC voltage has been directly applied to the test tube
k>0, 1.274797 and the amount of heat transferred to the refrigerant at the test
section is measured by a powermeter. Pressure taps are drilled at
the inlet and outlet of the test section to measure the pressures of
20 — _ the refrigerant.

h,—o0, 0.398910 h—o; -0.868899

Test Conditions. Mass flux of refrigerant flow and heat flux

to the test section are major factors which affect evaporative heat
transfer of refrigerant. Test section inlet temperature of the refrig-
erant was also varied to investigate the influence of refrigerant
temperature on heat transfer. The experiment in the high vapor
quality region above 0.6 has not been performed to protect ther-
mochromic liquid crystal from a burn-out. Test conditions in this
study are shown in Table 2 for R-22 and R-407C.

18 |
16 |

Data Reduction. Prior to the measurement, a steady state
should be reached while operating the chiller to condense the
refrigerant that was evaporated in the main test section. During
the test, refrigerant temperatures at the inlet and outlet of the test
section were measured together with the pressures at the same
positions. Mass flow rate of refrigerant and heat flux to the test
section were also measured, and all the measured values were
10 % ‘ ’ . L tra_nsmitted to personal computer through _multi-ch_annel (ecorder

10 12 14 16 18 20 using GPIB interface. Data were saved into a file during the
steady state operation when the maximum deviations of tempera-
Measured temperature (°C) ture, mass flux, and pressure from the mean values were less than
0.1°C, 3 kg/mis, and 2 kPa, respectively. The saturation tempera-
Fig. 3 Comparison of the measured temperatures with the cal- tures of refrigerants were calculated from the measured pressure
culated values using a neural network by using a modified Carnahan-Starling-DeSantis equation of state
(Huber et al.[20]). For mixtures, vapor quality, which was ob-
tained from the energy balance in the preheater section, was ad-
peratures that are used for calibration. Once the optimal valuesditionally used to calculate the local temperature together with the
weighting coefficients and offsets are obtained, neural netwopkessure at the test section. The difference between the measured
system can calculate a normalized temperature using normalizethperature of refrigerant and the calculated temperature from
RGB values. The calibration results are shown in Fig. 3 and it fgessure measurement was less than 0.15°C. The colors of the
clear that the calculated temperatures agree very well with theuid crystal appearing at the outer wall of the test section were
measured temperatures. The maximum deviation between the cdiserved by the CCD camera, and when steady state was reached,
culated temperatures and the measured temperatures is 0.3 K thiedimages were saved for an analysis.

12|

Calculated temperature (°C)

I

rms of the deviation is about 0.1 K. Heat transfer coefficient is defined as in E4).
3 Experiment ,
q
. . h== —— 4
Experimental Apparatus. Experimental apparatus for Toi—Tent (4)

evaporative heat transfer study is designed to get circumferential

distribution of heat transfer coefficients inside a horizontal smooth

tube from the wall temperature measurement using thermochmhereq” is the heat flux to the test section amg; is the inner

mic liquid crystal which is attached outside of the test tube. Theall temperature calculated by one dimensional heat conduction
schematic diagram of experimental apparatus is shown in Fig.efjuation from measured outer wall temperatures which were ob-
The test rig is composed of magnetic gear puiiuthill, tained with thermochromic liquid crystal using an image process-
TXCM26MCNK) for refrigerant circulation, liquid receiver, ing technique.
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Fig. 4 Schematic diagram of experimental apparatus for measuring circumferential heat transfer coefficient

Quartz tube

Thermochromic
Liquid Crystal

Black paint

SS Tube

Fig. 5 Cross sectional view of the test section

Table 2 Test conditions in this study for circumferential mea-

surement of heat transfer coefficient

R-22 R-407C
Heat flux (kW/m?) 3.6 3.6
Mass flux (kg/m’s) 100 ~ 300 200 ~ 300
Test section average pressure (kPa) 660 ~ 695 760 ~ 790
Test section inlet temperature (C) 9.5~105 9.5~ 10.5
Vapor quality 0.05~0.55 0.1~06

4 Results and Discussion

the heat rate generated in the test tube made of stainless steel
when the electric current was applied to the tube.

For comparison of the measured heat transfer coefficient in the
single phase flow, Dittus-Boelter’s correlati¢bittus and Boelter
[21]) for single phase heat transfer was used. Absolute average
deviation of 4.1 % was obtained when calculated with &g for
100 data points.

N
1
Eh:ﬁ ;

whereh,, is the measured single phase heat transfer coefficient,
and h¢ is the calculated heat transfer coefficient using Dittus-
Boelter’s correlation. In measuring the single phase heat transfer
coefficient, the refrigerant temperature was measured directly by
the thermocouple, and the tube wall temperature was obtained
from the color information using the liquid crystal.

hei—hw,i

. X 100(%) (6)
C,i

Circumferential Variations of Inner Wall Temperature With
Respect to Quality. Circumferential variations of inner wall
temperatures and heat transfer coefficients at several vapor quali-
ties for R-22 and R-407C were obtained. Figures 6 and 7 show
inner wall temperatures and refrigerant temperatures at several
circumferential locations for R-22 and R-407C. Circumferential
variation of inner wall temperatures together with refrigerant tem-
perature at quality near 0.25 are shown for R-22 and R-407C in
Fig. 6 with mass fluxG of 200 kg/nfs and heat fluxq” of 3.6
KW/m?. The inner wall temperature at the top is lower than that at
the bottom, because of the different liquid film thickness caused
by gravity for both cases of R-22 and R-407C. For R-22 as shown
in Fig. 6(a), the liquid film at the top is thinner than that at the

Energy Balance Test. Energy balance tests in the test sectioR0ttom, which represents that the inner wall temperature at the top
have been done to check the accuracy in heat flux measuremifif. be lower if we assume the liquid-vapor interface temperature
The basic idea is to compare the heat given to the refrigerant wighuniform and the heat generation is also uniform along the tube.
the heat gain by the refrigerant, which is R-22 in this case. Onljowever, for the case of R-407C, the inner wall temperature is
liquid phase flow was used in energy balance test for simplicifjigher than that of R-22, which means the wall superheat differ-
and easiness to measure the temperature difference before &g at the top and bottom for R-407C is not so great as that of
after the test section. Absolute average of deviation calculated By22. This is mainly because of the composition difference in the

Eq. (5) was 0.7 % for 100 data points.

N
EQ=% S Qc,i—Qwm,i

—_ 0,
=1 Qc,i * 100%)

whereQy, is the measured heat rate using a wattmeter,@gds

local liquid film of refrigerant. If zeotropic refrigerant mixtures
are considered, more volatile component will easily evaporate,
which means there exists a concentration gradient near the inter-
face. In the liquid phase near the interface, there is a higher con-
centration of less volatile component, which will generally reduce
the evaporation of more volatile component. As a result, the tem-

the sensible heat rate calculated by the mass flow rate and tgrarature at the interface differs at the top and at the bottom. When

perature change of refrigerant in the test section. Actu@lly,is

848 / Vol. 124, OCTOBER 2002

this effect of preferential evaporation is purely considered, the
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Fig. 6 Circumferential variation of inner wall temperatures

at quality near 0.25 for R-22 and R-407C: (a) R-22; G
=200 kg/m? s; q"=3.6 kW/m?; P.,=670 kPa; x=0.26; and
(b) R-407C; G=200 kg/m? s; g"=3.6 kW/m?; Psat= 760 kPa;
x=0.24

Fig. 7 Circumferential variation of inner wall temperatures

at quality near 0.50 for R-22 and R-407C: (a) R-22; G
=200 kg/m? s; q"=3.6 kW/m?; P_.,=670 kPa; x=0.46, and
(b) R-407C; G=200 kg/m? s; "=3.6 kW/m?; P_,=760 kPa;
x=0.54

interface temperature at the top tends to be lower than that at traiation of inner wall temperature for R-407C is quite decreased
bottom(Jung et al[12]). However, in practical point of view, it is when compared with that for R-22, which represents the inner
very hard to measure or estimate the local interface temperatusall temperature for R-407C is also affected by a preferential
therefore the equilibrium temperature for a given pressure andeeaporation of more volatile component in the refrigerant mixture.
mass quality is generally used for the determination of heat trans-
fer coefficient. Circumferential Variation of Heat Transfer Coefficient With
Circumferential variations of inner wall temperatures at vap@espect to Vapor Quality. Circumferential variation of heat
quality near 0.5 for R-22 and R-407C are shown in Fig. 7 wittransfer coefficient versus vapor quality for R-22 are shown in
mass fluxG of 200 kg/nfs and heat fluxg” of 3.6 kW/nf. As Fig. 8 when saturation pressure is 670 kPa, mass flux is 200
quality increases, the liquid film thickness becomes thinner akd/m?s, and heat flux is 3.6 kW/fn For R-22, the heat transfer
more uniform along the circumference. Therefore, the differenceefficient at the top of the test tube is greater than that at the
between the inner wall temperature at the top and that at thettom, because of the different liquid film thickness along the
bottom is reduced for both cases of R-22 and R-407C. But stiircumference. When vapor velocity increases due to evaporation
the difference between these two positions exists due to the effecthe test section, the liquid film thickness becomes thinner and
of gravity on the liquid film especially for R-22. A circumferentialmore uniform along the circumference until it reaches a dryout
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It should be noted that the average of circumferential tempera-
ture distribution is quite different from the local heat transfer co-
efficient measurement using wall-attached thermocouples nor-
mally at the top, bottom, or side positions of the tube. Concerning
the measurement of heat transfer coefficients around the circum-
ference using thermocouples, there are some data in the literature
previously listed, however, it is very hard to compare directly with
them mainly due to the different test conditions. One of the ac-
ceptable methods is to compare the circumferentially-averaged
heat transfer coefficient with that obtained by a 4-pdiap, bot-
tom, and two sidesaverage value using the corresponding data
obtained in this study with liquid crystals. This is quite reasonable
since the temperature measured by liquid crystal has been cali-
brated with the thermocouple measurement with a maximum de-
viation of 0.3 K(rms deviation of 0.1 Kas shown in Fig. 3. For
R-22, the difference between the circumferentially-averaged value
and the 4 point average is about 5 %, and for R-407C it is about

5000 ———+ T T T
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€ 4000I O x=0.46
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= o 0
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Fig. 8 Circumferential variation of heat transfer coefficients
at several vapor qualities of R-22 (G=200 kg/m?s; q"
=3.6 kW/m?; P, =670 kPa)

Comparison With Several Correlations. Figure 10 shows
circumferential variation of heat transfer coefficients at specified
test conditions and it is compared with in-tube heat transfer cor-
relations(Gungor and Wintertof6]; Kandlikar[8]; Kattan et al.

point. Therefore, heat transfer coefficient increases as quality in-
creases in the test range, which is thought mostly in the annular
flow regime and the difference between the heat transfer coeffi-
cient at the top and that at the bottom is accordingly reduced.
Circumferential variation of heat transfer coefficient for
R-407C is shown in Fig. 9 for the refrigerant pressure of 760 kPa,
mass flux of 200 kg/ffs, and heat flux of 3.6 kW/fn Circumfer-
ential variation of heat transfer coefficient for R-407C is quite
different from that of R-22. The heat transfer coefficient for
R-407C at the top is slightly higher than that at the bottom, which
is due to the combined effects of the film thickness change and the
preferential evaporation at the interface. As vapor quality in-
creases, the local heat transfer coefficients along the circumfer-
ence are elevated due to higher mean velocity of the refrigerant.
At low quality region, the ratio of heat transfer coefficients at the
top and at the bottom is greater compared with the case at high
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Fig. 9 Circumferential variation of heat transfer coefficients

at several vapor qualities of R-407C  (G=200 kg/m? s; q"
=3.6 kW/m?; P, =760 kPa)
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Fig. 10 Circumferential variation of heat transfer coefficients

and comparison with correlations for R-22 and R-407C: (a)
R-22; G=200 kg/m? s; ¢"=3.6 kW/m?; P.,=670 kPa; x=0.46;
and (b) R-407C; G=200kg/m?s; q"=3.6 kW/m2, P,
=760 kPa; x=0.54

150 180

Transactions of the ASME

Downloaded 06 Dec 2010 to 129.252.86.83. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



[10]) for R-22. For R-407C, the correlations of Gungor and Winerage deviations between the values from the correlation and the
terton[6], and that of Kattan et aJ10] are used together with a measured values relative to the measurement result for R-407C
correlation for refrigerant mixtures proposed by Thome and Shaere 0.2 % and 29.2 %, and the absolute average deviation is 11.4
kir [22]. In Fig. 10(a), a very high value of heat transfer coeffi% and 29.2 % for Gungor and Wintertd6], and Kattan et al.
cient is obtained especially at the top durin%the horizontal in-tulpg0], respectively.

evaporation of R-22mass flux of 200 kg/rs; heat flux of 3.6~ The comparison of test results with the correlations mentioned
kW/m?; pressure of 670 kPa; quality of 0.4énd the maximum above for several qualities up to about 0.55 is shown in Fig. 11,
deviation of 88 % from the average is observed at this point. Thehere one data point represents the average of 36 heat transfer
average deviation between the average of measured circumferemefficients measured along the circumference. The RSt

tial heat transfer coefficient and the correlation by Gungor andean squaredeviation between the locally averaged heat transfer
Winterton[6] relative to the average of measured values- &4 coefficient from the measurement for R-22 and the correlation by
% and absolute average deviation is 21.7 %. The average dev@amngor and Wintertop6]is 22.2 %. That by Kandlikgr8] and by

tion between the average of measured circumferential heat traksttan et al[10]is 28.1 % and 36.2 %, respectively. For R-407C,
fer coefficient and the correlation by Kandlika] using the fluid the correlation by Kattan et dl10] shows RMS deviation of 21.7
dependent parameter of 1.0 for stainless steel tubedi® % and %, and that by Gungor and Wintert¢@] exhibits 27.2 % relative
absolute average deviation is 22.8 %. The average deviation frémthe circumferentially averaged heat transfer coefficient. From
the correlation of Kattan et aJ10] relative to the experimental the comparison in the test range of this study, the correlation by
value is 30.6 %, and the absolute average deviation is 39.9 @ungor and Wintertofi6] and that by Kattan et a[10] is quite
Figure 10(b) shows measured heat transfer coefficients facceptable in predicting local heat transfer coefficients.
R-407C(mass flux of 200 kg/Rs; heat flux of 3.6 kW/f pres-

sure of 760 kPa; quality of 0.34the values from the correlations

by Gungor and Wintertofi6], and by Kattan et a[10]. The av- 5 Concluding Remarks

Heat transfer coefficient (W/nfK)

Heat transfer coefficient (W/ni’K)

4000

3500

3000

2500

T T T T

® Measured HTC

——Gungor & Winterton (1987)

----- Kattan et al. (1998b)
—— Kandlikar (1990)

Evaporative heat transfer characteristics for R-22 and R-407C
in a horizontal smooth tube have been experimentally investi-
gated. The circumferential variation of heat transfer coefficient
was focused on, and thermochromic liquid crystal was used to
measure the outer wall temperature of the test tube. Heat transfer
coefficients along the circumference were obtained for several va-
por qualities. Experimental results were compared with a correla-
tion for heat transfer coefficient proposed by Gungor and Winter-
ton [6], Kandlikar[8], and Kattan et al.l10]. Some conclusions

2000 ",— ° 4 from this study are drawn as follows.
° -
1500 i e = g ] 1 Circumferential variation of outer wall temperature and cor-
i responding heat transfer coefficient for R-407C was quite differ-
1000 ~ ,;«‘ | ent from that for R-22. The heat transfer coefficient for R-22 at the
¢ top of the test tube is much greater than that at the bottom because
500 . 4 of the different liquid film thickness due to gravity. However, the
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Fig. 11 Variation of average heat transfer coefficients with re-
spect to quality and comparison with correlations for R-22 and

R-407C:

(@

R-22;

G=200 kg/m? s;

g"=3.6 kW/m?;

Psat

=670 kPa; and (b) R-407C; G=200 kg/m? s; q"=3.6 kW/m?;

Py =760 kPa

Journal of Heat Transfer

heat transfer coefficient for R-407C at the top of the test tube is
slightly higher than that at the bottom, which is due to the com-
bining effects of liquid film thickness and the preferential evapo-
ration of more volatile component near the vapor-liquid interface.
There has been a difference between the circumference averaged
heat transfer coefficient and the average value based on the mea-
sured data at the top, bottom, and two sides.

2 As the vapor quality increases, the heat transfer coefficients
generally increase, and the ratio of heat transfer coefficient at the
top and that at the bottom is reduced. This reduction is quite
evident at higher vapor quality for both pure R-22 and zeotropic
refrigerant mixture, R-407C. Quite amount of an increase in heat
transfer coefficient with respect to quality was found at the bottom
of the tube.

3 Measured experimental data were compared with the existing
correlations proposed by Gungor and Winter{@j, Kandlikar
[8], and Kattan et alf10]. The RMS deviation between locally
averaged heat transfer coefficient and that from the correlation by
Gungor and Wintertoi6] was 22.2 % for R-22 and 27.2 % for
R-407C in the vapor quality range of this study. When Kandlikar’s
correlation[8] was used for R-22, the RMS deviation is 28.1 %.
The RMS deviation of the correlation by Kattan et[dl0]is 36.2
% for R-22, but if the lower quality region is not considered, the
predictions become much better. For R-407C, it shows 21.7 % of
RMS deviation.

4 In calculating the heat transfer coefficients using the outer
wall temperature measurement during in-tube evaporation, the
thermochromic liquid crystal film is one of good tools to measure
circumferential or even two dimensional wall temperature distri-
bution. However, caution should be given to the measurement for
the curved surface, i.e., outer wall of the tube, and the color-to-
temperature calibration process.
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Nomenclature

¢ = offsetin Eq.(2)
G = mass flux(kg/m?s)
h = heat transfer coefficiertkW/m2K)
P = pressurdkPa)
Q = transferred heatkW)
q" = heat flux(kW/m?
RGB = red, green, blue
rgb = red, green, bluénormalized valug
T = temperaturg°C)
E = average deviation
w = weighting coefficient in Eq(2)
X = vapor quality
# = normalized temperature, defined in E§)
Subscripts
M = measured value
C = calculated value
wi = inner wall
sat = saturated state
h = heat transfer coefficient

Appendix A Uncertainty Analysis

Uncertainty evaluation of heat transfer coefficient is performed
in accordance with a 95 % confidence interval to satisfy ANSI/
ASME PTC 19.1.

Heat transfer coefficient is determined as shown in the follow-
ing equation.

qrr

h=——
Twi _Tsat

The total experimental uncertainty in the measurement is
classified by bias error and precision error. The 95 % confidence

uncertainty of heat transfer coefficients is calculated from as fol-

lows.
Uh: \ Bﬁ‘i‘ Pﬁ

: 2
o (Bn|®_(By)? (Bi|? (Bwi\? [Br,
bias limit (W) _(V + T + AT + AT
[P\ (P2 (P2 ([P, 2 Pr. z
precision limit (F) =\ +(I_) bbby

1 Uncertainty of power measurement,
Uy By/V=0.02 % from rms voltage measurement

B
Tl =(0.2+0.12)%5=0.22 %

rms current measurement 0.2 %
Clamp meter accuracy 0.1 %

P, P2 [P,\2\05
q \% |
_ = — 4| — =1. 0,
ST ) e
2 Uncertainty of inner wall temperature measuremle)qtv,vi
%=(52+0 05+1.00)%%=5.1 %
AT ' ’ )
T-type thermocouple error 0.1°C
DC voltage measurement 0.05 %
Color-temperature conversion 1.0 %
25 o
AT 7
3 Uncertainty of saturation temperature measurenm:ﬂsta,t

Uncertainty of saturation temperature is determined as shown
in the following equation.

dT
UTsat=ﬁ XUp
sat

P 025 %, —2—-0.3 %

=0. 0, =0. ()
Psat Psat
43 o PTsa‘—s 18 %
AT 7270 AT T

4 Calculation of uncertainty of heat transfer coefficient

After evaluating the bias and precision errors, the uncertainty of

heat transfer coefficient is calculated as follows.

bias limit (&)2:(@)1(8% 2+ BTsat)z
h q’ AT AT
. - 2 Py 2 PTWi sta[ 2
precision limit (W =(?) +(AT 4 AT) ,
AT=T,;— Tsa Where heat flux supplied to test sectiopi, is
,_ VI cosé
A

Because power factor, ca@sis near to 1 and heat transfer aréa,
is constant, the bias limit and precision limit of heat flux is as
B

e
R

Therefore, uncertainty of heat transfer coefficiddt,, is deter-
mined as follows.
~VI5) (3
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Bv

v
Py

7

B " 2
Bias limit (q—“) =( R

"

Precision limit (

Uy

h

By,
h

Ph

h

Bhi \/ BV 2 BI 2 BTwi ‘ BTsat ’
w o ViV T TlaT) TlaT
=(0.2+0.22+5.°+4.3)%°=6.68 %
Ph_\/ |:>V 2 (PI 2 (PTwi : P-l—sat)2
w - ViV T AT AT
=(1.2P+2.5+5.18)%5=5.88 %
U B P
Th: (f) +(Fh) = \6.68+588=8.9 %
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Evaporation of Water Droplets
Placed on a Heated Horizontal
Orlando E. Ruiz Surface

g-mail: orlando-g_ruiz@hp.com
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Pen Technology & Manufacturing Center, A numerical analysis of the evaporation process of small water droplets with diameters of
Solutions Development Group, 1 mm or less that are gently deposited on a hot isothermal solid surface has been per-
P.0. Box 4048, formed. This study considers the internal fluid motion that occurs as a result of the
Agliadilla, PR 00605 thermocapillary convection in the droplet and it determines the effect of fluid motion on
the heat transfer between the drop and the solid surface. This study is particularly rel-
William Z. Black evant because the internal fluid motion has not been considered in previous numerical and
e-mail: william.black@me.gatech.edu analytical models presented in the literature. To assess the effects of internal fluid motion,
Regents Professor the model results are compared to numerical results provided by a heat conduction model
Georgia Institute of Technalogy, that neglects the fluid motion. The Navier-Stokes and Thermal Energy equations are
George W. Woodruff School of solved using the Artificial Compressibility Method with Dual Time Stepping. Boundary-
Mechanical Engineering, fitted grids are used to track the changes in the droplet surface shape during the evapo-
Atlanta, GA 30332-0405 ration process. The numerical simulations have demonstrated that the internal fluid mo-

tion provides vastly different temperature distributions in the drop compared to the results
from the heat conduction model that neglects fluid motion. The evolution of the droplet
geometry was simulated from an initial spherical-shaped cap until the contact angle was
close to the receding contact angl¢DOI: 10.1115/1.1494092

Keywords: Computational, Convection, Droplet, Evaporation, Thermocapillary

Introduction condensation process of hemispherical water drops was deter-
ined to be insignificant. These models have considered simpli-

Dropwise evaporative cooling is the process by which a Smg{gipg assumptions regarding the shape of the droplet during the

fluid droplet impacts a heated surface and cools by latent he)‘%/aporation process, contact angle behavior, and liquid-solid in-

absorption which transforms the liquid into the vapor phase. Tt?erface thermal conditions.

heat transfer rate during the evaporation process is much grea he phvsical brocesses that take place during the droplet evapo-
than traditional air cooling techniques. Dropwise evaporative .. phy P! Kep uring P P

- LS . .~_ration are complicated and consist of conjugate heat transfer be-
cooling of a hot surface is widely used in many areas of engine

ina. For instance. this technique is applied in metalluraical a. ‘ﬁ\?\?een the solid and the liquid, convective fluid motion within the
9. ’ q PP 9 ppq{ plet, free surface flow, contact line motion, and surface evapo-

cations, nuclear thermal management, electronic industries, arﬁl on. The heat transfer interaction between the solid and the

fire suppression systems. The microelectronics industry has beﬁ

mlor motating nfience on the research n the spray-cooid = CTPICAEd an s base o e act at s e croper
field. The thermal loads projected for future microelectronic tecly- P ’ 9

nologies are beyond the capabilities of traditional air cooling syg]e. contact'surface vary with time. When dropletg are placed on a
tems. As a result, droplet evaporation has received considerat id metallic surface with a high thermal conductivity, the surface

as a means to provide the high heat flux cooling that is necess perature changes are very small during the droplet lifetime
P g g 97]]. For these cases, the contact surface can be treated as an

to maintain microelectronic packages at reasonable temperatut€s S )

To understand the thermal interaction of the spray with tH othermal boundary. Thls_ simplification a!lows concentrating on
heated surface, a substantial amount of experimental researcht tgansporlt p.rocefsshes 'nl.(;hl.e e.\éa;;)]oratlnlg. droplgt without the
been conducted to optimize the parameters of the spray coolfigeed complexity of the solid-liquid thermal interaction.

process. Some researchers have studied the spray cooling proce nvecti\_/e fluid motion within the droplet can t_)e aftributed to
by proposing theoretical and numerical models of the dropwié e Interaction between buoyant and thermocapillary convection

evaporation process. These models have been expanded basétflif Puring the evaporation process, buoyant convection may
statistical arguments to describe the spray cooling process as §G6U" @ a result of the density stratification in the fluid. The
collective influence of independent drdi§. During the past two thermocapillary convection is the result of an instability due to
decades, researchers have modeled this process by consideffffice tension gradients at the droplet free surface. These gradi-
heat transfer by conduction as the dominating mode of ther tS occur as a result of a non-uniform temperature distribution at
energy transport and they have neglected motion of the fluid in tHe free surface. The colder fluid has higher surface tension and it
droplet. Various experimental studi¢2—5] have demonstrated PUllS the warmer fluid which has a lower surface tension. This
that the droplet evaporation process is a combination of the int _hawor Sets up viscous forces in the fluid at the fr_ee surface
action among the coupled fluid dynamics, surface chemistry, a fpich drag adjacent fluid layers toward the cooler regions of the
heat transfer. Most of the theoretical and numerical dropwiSOP!et. _ o )
evaporation models have neglected the effects of fluid motign!n this study the droplet evaporation process is investigated
within the liquid droplets. An exception is the work of Lorenz angrorn a numerical standpoint. The value of a droplet evaporation

Mikic [6], were the effects of the thermocapillary flow in theN©del as a starting point for more complex spray cooling models
has been proven consistently by previous resear¢diess3]. The

Contributed by the Heat Transfer Division for publication in tf@JBNAL OF dl_ffl(?U|ty of measuring local heat f_|UXES, temperature distributions
HEAT TRANSFER Manuscript received by the Heat Transfer Division March 5, 2001Within the droplet, and the _eVOlunon of the droplet geometry h_as
revision received May 7, 2002. Associate Editor: P. S. Ayyaswamy. created a need to model this process. There are several benefits to
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ment and various experimental studies in the literaf@rg,9]and
visualizations studies that we have performed, we have neglected
the gravity effects on the droplet shape in this study. The initial
contact angle depends on many factors such as the surface mate-
rial properties, surface finish, temperature, and contamination of
the surface. For water drops on stainless steel surfaces, contact
angles approaching 90 deg have been measured experimentally by
Qiao and Chandrfl0] and Chandra et a[11]. Bernardin et al.

[12] reported that for aluminum surfaces, water droplets assumed
a spherical cap shape with an initial static contact angle approach-
ing 90 deg for surface temperatures up to 120°C.

The assumption of an isothermal surface is applicable for sur-
faces with high thermal conductivity, such as aluminum and cop-
per. This assumption simplifies the analysis because it permits a
study of the influence of the fluid motion inside the drop on the
evaporation process without the complexity of studying the tran-
this type of model. It can be used to study several parameters ss@mnt interaction between the solid and the liquid. Figure 1 pro-
as initial surface temperature, liquid subcooling, solid materiaides a sketch of the geometry that has been considered in the
thermal properties, and fluids of interest in spray cooling. A drogpresent model. The contact diametér,§, also called wetted di-
let evaporation model also can be used to determine optimwameter, is kept constant during most of the evaporation process.
droplet parameters, evaporation time, heat transfer rates and tdine apex dimensiofa) and the contact angle) are allowed to
perature distributions, as well as the effect of droplet geometry @ary as the volume of the drop decreases due to evaporation. The
heat transfer rates. droplet has been modeled in a cylindrical coordinate system with

A numerical model that assumes a small diameter liquid dropltte radial coordinater) along the horizontal direction and the
gently deposited on a heated substrate was developed during &l coordinatgz) along the vertical direction. In the absence of
study. The droplet is initially shaped as a spherical cap as shottrermal or mechanical loads in the circumferential direction, the
in Fig. 1. The model considers the evaporation process that takegecess is assumed to be axisymmetric without swirl.
place after the droplet impacts the substrate, spreads, and reach&s determine the effects of internal fluid motion on the evapo-
an equilibrium geometry. The fluid motion that takes place in th&tion process, a comparison between two numerical models with
droplet due to the thermocapillary convection effects has beand without fluid motion has been performed. The numerical
modeled. This study considers the evaporation process for sufledel that accounts for the fluid motion will be referred from this
strate surface temperatures for which nucleate boiling is supeint on as the convection model and the numerical model with-
pressed and the contact surface with the solid remains isothernait fluid motion will be referred as the conduction model. The

A numerical model of an evaporating droplet presents mamypal of this study is to accurately model the thermal convection
challenges. During the process, surface tension gradients alongéffects during the process and to understand the impact of convec-
droplet surface initiate thermocapillary flow. This flow developsive motion on the evaporation rates of small drops. Previous nu-
convection cells below the drop surface with dimensions of theerical models of evaporating drops have neglected the internal
order of the droplet radius. Since the droplet surface is an intdiuid motion. This study extends the scientific understanding of
face between the liquid and the surrounding gas, free surface fldve evaporation process by modeling the fluid motion and its ef-
occurs. These types of problems tend to be numerically complfects on the thermal field within the drops.
because the free surface position is not known a priori and must

be determined from the flow field solution. The liquid-gas inter-, Convection Model. The heat tfa“Sfer and fluid motion in the_
face terminates at a contact line with the solid. For viscous fluio‘grOpIet are govgrned b_y the Nawer_—Stokes and_ the_ Conservation
: dogEngrgy_equgtlons. Since no gradients or motion in the circum-
solid are in contact is the well known no-slip condition. The flui _erentlal dlrectl_on will be_ conS|d§red, the equations can be _S|mpI|-
adheres to the solid and has the same velocity of the solid whdfed for an axisymmetric coordinate system. The dimensionless
lavier-Stokes and Conservation of Energy equations for a fluid

the contact occurs. At contact lines, this boundary condition ap- h tant " d . tic d ; the fol
pears to break down based on a balance of the forces involved{fii! constant properties and an axisymmetric domain are the fol-

the contact line motion. As a result, the motion of the contact lif@VN9:

is still an active area of investigation, both experimentally and 14(ru) v

theoretically. T o 97
Another challenge that must be faced in developing a numerical

model of the droplet evaporation process is the issue of time gu 1 g(ru?) a(uv) P 1 9 ( au) u

i i [ is —+— + = ——|r =]+
scales. The motion of the fluid develops on a time scale that is a T Tar 0z o rRear "ot i7Re

Fig. 1 Droplet geometry

0 1)

much less than the time scale of the evaporation process. The
difference in these two time scales for water drops could be as 1 0 /du
large as six orders of magnitude. From a computational stand- - R_eﬁ(ﬁ)
point, this substantially complicates the analysis because the
simulations must be performed on the smaller of the two timg, 1 g(ruv) a(v? JP 1 9( ov 1 0 (odv
scales. As a result, a very large number of numerical iteratiogEJr T ar + 9z EJF m;(rﬁ) ( )
must be carried out before the evaporation effects have an impact
on the thermal and flow fields. Ra

T REPIT ©)

&)

0z

Re gz

Droplet Evaporation Model

Based ) al ob i ¢ 7h d Y& (9T+1(9(ruT)+(9(vT) 1 a( 0T)+ 1 a(aT)
ased on experimental observations o ang an g —+-— = —r—=|+t === =.
Rymkiewicz and Zapalowicf3], and Di Marzo and Evang@], gt r or 9z rRePror |- Jr Re Proz|\ oz 4
gently deposited water drops assume an initial equilibrium shape
as a spherical cap. The gravity effects are small compared to théhe velocity field expressed in axisymmetric cylindrical coor-
surface tension effects on the droplet shape. Based on this ardirates hass and v components in the radidr) and axial(z)
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directions respectively. The variabl®and T correspond to the The local mean curvature term in the normal stress boundary con-
pressure and temperature respectively. Since the evaporation ligien can be calculated by taking the divergence of the unit nor-

cess is slow and the fluid velocities are not expected to be larggal vector at the free surface as folloyis3],
the viscous dissipation term that typically appears in the Conser-
vation of Energy equation can be neglected. A body force term in

the axial direction has been used to characterize the natural con-

k=—V-A. (15)

vective motion of the fluid during the transient evaporation pro- The evaporative mass flux is calculated based on the product of

cess. Since the fluid is assumed incompressible, the buoyant cthre mass transfer coefficierit,,, and the difference between the
vection effects are modeled using the Boussinesq approximatigaturated vapor density at the free surfagg(s2) and the vapor
For small drops, this mode of convection can be insignificant i(ﬂbnsity in the surrounding environment,,..)
comparison to the thermocapillary convection in the drop. How- e

ever, this body force term can become relevant in situations in- M= Pyap.sak T) — Puaps) - (16)

volving large drops in which the thermocapillary effects are less

important. The governing equations were dimensionalized basEde saturated vapor density depends only on the local free surface
on the length scaleR,), velocity scale U, and temperature temperature. The vapor density on the surrounding environment
difference AT=Ty—T..). The pressure was made dimensionlesdepends on the species concentration in the far field from the

based on the dynamic pressure scal&/l). The dimensionless liquid drop. For the purpose of this study, the environment sur-

numbers Re, Pr, and Ra result from selecting these scales.

rounding the droplet was assumed to be dry air and therefore the

The droplet is initially at a quiescent state, and the fluid tengoncentration of the vapor in the far field was assumed to be zero.
perature is assumed to be at a uniform ambient temperdture The vapor density is a thermodynamic property of the fluid and is
The initial fluid velocity is assumed to be zero. The boundarigbulated as a function of temperature and pressure in many ref-
conditions of the fluid domain are specified at three locations, tegenceg14]. The mass transfer coefficient is determined based on
contact surface with the heated solid, the free surface, and the dRig analogy between heat and mass trarjdfefusing the follow-
of symmetry. The contact surface boundary conditions enforiitg relationship,

no-slip, no fluid penetration through the surface, and the equiva-
lence of the liquid and solid surface temperature distributions at h
the contact surface. These boundary conditions are as follows:

hnc

= —n (7
m paircp,airl-e2 3

u(r,0,=0 (5) The natural convection heat transfer rate between the droplet sur-
face and the surrounding air is very small because both the surface
v(r,0,t)=0 (6) area and the temperature difference between the droplet surface
and the surrounding air are small. Given this condition, the Nus-
T(r0H=Ty. (7)  selt number can be approximated by its conduction limit value of

whereT, is the temperature of the heated surface.

At the axis of symmetry, the boundary conditions state that
fluid penetrates this boundary and zero radial derivatives of te
perature and axial fluid velocity are imposed. The symmet

boundary conditions are summarized as follows:

2.0[16-18]. This simplified boundary condition reduced the com-

rR!exity associated in determining the external flow field and the

ape varies as it evaporates and the heat transfer coefficient is
xpected to depend directly on the droplet geometry. This simpli-
fied boundary condition did not affect adversely the numerical

gternal thermal convection in a stagnant surrounding. The droplet

u(0,zt)=0 (8) results for the cases considered in this study. It is expected that for
larger drops, the external convection may be more significant as
dv compared to the present cases due to the larger surface area in
ar =0 ) contact with the surrounding fluid. As a result, an appropriate
(0zh Nusselt number correlation must be used to account for the drop-
aT let geometry variation as the volume decreases.
I =0. (10) During the droplet evaporation process, the liquid surface tem-
(0,zt) perature varies due to the absorption of latent heat, conduction

The free surface boundary conditions are complex since t
boundary deforms and moves inward as the liquid evaporates_%rt.
the interface. Conservation of mass at the free surface equates
mass flux of the liquid that moves to the free surface with th
mass flux of liquid that evaporates. A normal stress balance ¢
siders the local pressure difference across the interface to be e
to the sum of the surface tension stress and the normal visc
stress. A balance between viscous and surface tension forces
be enforced in a direction tangent to the free surface to incor
rate the thermocapillary convection effects. Finally, the therm
boundary condition enforces a balance of conduction with natural
convection and evaporative mass transfer to the environment.
These boundary conditions have been derived based on a rela-

d convection of heat from the solid surface, and the heat trans-

with the surroundings. The surface temperature inhomogeneity

i tes Marangoni convection due to the surface tension depen-
ence on temperature. The surface tension usually depends on the
alar fields in the systerfe.g., electrical fields and temperature
L%q:ls) as well as on the concentration of foreign materials on the
Nierface. Since the temperature field is the focus of this study, an

nggé{ation of state must be considered for the surface tension. The

I0st common approach is to characterize this dependence by a
pear law as followq 19],

do
o= ao—’d—T‘(T—TO), (18)

tively slow evaporation process in which the thermal conductivityyhere, is the reference surface tension at the reference tempera-
viscosity, and density of the vapor phase are much smaller thgjde T, and|do/dT] is a constant that depends on the fluid.
the liquid phase properties. These boundary conditions are sUMas the fluid warms, buoyant convection occurs within the drop-

marized as follows,

let. During the evaporation process there is an interaction of the

v T Marangoni and buoyant convection which makes it difficult to
p(V=V))-n=m (11) select a characteristic velocity scale for the problem. Since the
P—P,=—ko+n-(SA) (12) velocities associated with buoyant convection are expected to be

= smaller than the fluid velocities due to Marangoni convection, the
t(SA)=Vo-t (13) selected velocity scale is based on the dominant mode of convec-
h tion. The Marangoni velocity scale is selected based on a scale
—kVT-n= Nne(T—To) +m"heg. (14) analysis performed on the tangential stress boundary condition,
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Eq. (13). The Marangoni velocity scale represents a balance ®raporation on the surface. Each of these thermal transport pro-
tween surface tension gradients at the interface and the sheasses has a time scale associated with it. The thermal convection

stresses generated by théad] in the fluid occurs due to a combination of the thermocapillary
d and buoyancy effects. Based on the previous scaling analysis, the
—UAT Marangoni velocity scale was chosen to model the dominant
|dT mode of convection in the process. A time scale associated with
scT w (19) this convection mode, called the Marangoni time scale, is defined
as follows:
When this velocity scale is used, the Reynolds number is defined
as follows: Rou
tMa= gl (35)
do
—|ATR, a7 AT
daT Ma
Re= VL ~pr (20) ' The thermal diffusion occurs at a much slower rate than the Ma-
) ) ) rangoni convection and the time scale associated with the thermal
and the Marangoni number is defined as diffusion is the thermal diffusion time scale that is defined as
o follows,
—|ATR,
M il 21 t 7R§ 36
a= T- (21) diff =, - (36)

In addition to scaling the governing equations, the initial an@ihe evaporation process also occurs at a much slower rate than
boundary conditions must be scaled as well. The scaled initile Marangoni convection. A time scale for this process can be

conditions for the drop are the following, derived based on a thermal energy balance between conduction
and evaporative mass transfer at the free surface. The evaporation

U(r,z,0=0 (22)  {ime scale is defined here as follows,

v(t2,00=0 (23) R2phyg

~ toyarm————. 37
T(F2.0)-0. (24) evar KAT (37)

The contact surface boundary conditions are scaled as follows: The Marangoni time scale is on the order of $0to 10°°
second for very small water droplets while the evaporation time

u(,0,.n=0 (29 scale is larger by five to six orders of magnitude. For a larger

(7,00 =0 (26) temperature differenceA(T), the evaporation process occurs
faster and the velocity associated with the thermocapillary process

Tr(F,o})= 1. (27) s larger. This vast difference in time scales presents a computa-

. . __tional challenge because the governing equations must be scaled
The axis of symmetry boundary conditions take the followingaseqd on the Marangoni time scale to accurately resolve the con-

form: vection process. As a result, the number of computational time

T(0zZ1H)=0 (28) steps that must be accumulated before the drop experiences sig-
~ nificant evaporation is extremely large.

Jdv . . . .

—= =0 (29) Conduction Model. To determine the importance of the in-

o (0Z1) ternal fluid motion on the droplet evaporation process, a heat con-
~ duction model was formulated. The purpose of this model was to

ﬂ -0 (30) provide information on the temperature distribution within the
ar 0%0) ' drop in the absence of fluid motion. The results were compared

) - with the solution of the convection model to determine the effects
Finally, the scaled free surface boundary conditions produce thethe fluid motion on the evaporation process. The governing
following dimensionless expressions: equation describing the thermal process in an evaporating droplet
in the conduction model is the Heat Conduction Equation. Assum-

Va=Vip=m (1) ing that the process is axisymmetric and the liquid has constant
- %1 - 2 (V. = on properties, the Heat Conduction Equation can be written in cylin-
P=——|=—-T|+—= V. — (32) drical coordinates as follows:
Re\Ca Rel an an

19T 19/ aT\ &T
= (38)

F—|+—.
ar | 9z°

(9_\/t+(9vn *,(14_(9_“):_@ (33) adt ror
an as Jn  ds as . . L
Since the conduction model shares the same thermal initial and
JgT ~ Ma_ boundary conditions as the convection model, these equations will
- (9—=Bi T+ —m" (34) only be mentioned here. The fluid is initially at uniform ambient
n Ja L
temperaturel,, . The contact surface is isothermal at temperature
The normal and tangential partial derivatives afén andd/ds, T, Eq.(7). The axis of symmetry boundary condition was shown
respectively. The new dimensionless numbers that result from gheviously in Eq.(10). Finally, the free surface thermal balance
scaling of these boundary conditions are the Biot num(Bey, was presented in Eq14). Temperature, length, and time scales
capillary number(Ca), and the Jacob numbegla). are chosen as before to nondimensionalize these equations. The
During the droplet evaporation process, various modes of théemperature is scaled based on the temperature difference between
mal energy transport are coupled. The fluid motion in the drape heated plate and the ambient temperature. The chosen length
allows for thermal energy transport by means of a convectiatale is the initial contact radid®, . The time scale for the Heat
process. Also, a portion of the thermal energy is transportébnduction Equation is typically based on the diffusion time
through heat diffusion and the droplet surface experiences a tesnale. However, in this analysis the time scale is selected equal to
perature reduction due to the latent heat absorbed as a resulthef Marangoni time scale so that the results can be compared on a
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one-to-one basis with the results provided from droplet evaporated at the cell centers. Second order accurate forward and back-
tion model that includes fluid motion. Based on these scalingard differences were used to approximate the partial derivatives
quantities, the governing equation for the conduction model in the boundary conditions.

dimensionless form is The system of equations was marched iteratively between
physical time-steps by using a Line Relaxation apprd2&]. At

fl— _ i l i (? ﬂ 4 ‘92_T (39) the end of a physical time step, a converged solution was obtained
gt Ma|r dr\ dr) dz°] when the dimensionless discrete divergence was belov afd

The initial and boundary conditions are scaled in a similar fashi({)ne d|men§,|onless yarlables variation between sub_-ltera_nons was
as the convection model elow 10 °. The grid was generated at every physical time-step

' using an algebraic grid generation approach. Specifically, a trans-

finite interpolation method based on the four-boundary scheme

] [27,28] was used to generate the boundary-fitted grid at each
Numerical Method physical time-step.

The numerical techniques used to solve both the convection and
conduction models described in the previous section are basedR@sults

the Finite Difference Method. Boundary-fitted non-uniform grids The numerical simulations were accomp”shed using a com-
were used to represent the physical domain and to track the drgpter code developed during the course of this investigation. The
let surface as the domain deforms and shrinks due to eVapOratl@@mputer code was validated for numerical accuracy by Compari_
A generalized curvilinear coordinate transformation was used &gn with the numerical solutions to several benchmark problems
map the physical grid into a stationary uniform grid. The goverff21]. In this study, the effects of three major variables on the
ing equations and boundary conditions are transformed from tBgaporation process were considered. These variables are the ini-
physical coordinates andz to the generalized curvilinear coordi- tja| droplet contact diameted,, , initial droplet contact anglé, ,
nates{ and  as shown in Fig. 2. As a result of the transformationand the heated surface temperatiire. The initial droplet diam-
the governing partial differential equations become more comple¥er was assigned a value of either 1.0 mm or 0.1 mm. The size
and contain additional terms that account for the geometric tra%as selected because dr0p|ets within this range of sizes are ob-
formation and the grid motion. For details of the geometric tranggjned in many spray cooling applications. The initial contact
formation and the resulting partial differential equations, refer tgngle was assigned a value of 90 deg or 60 deg. The heated
Ruiz [21]. The benefit of the transformation results from the fagfyrface temperature was set at either 80°C or 100°C. These tem-
that the boundaries become coordinate lines in the computatiopgtatures are low enough so that nucleate boiling does not occur
domain. The boundary conditions are transformed and applied 8the contact surface. The ambient temperafuravas assumed
these coordinate lines. This approach reduces the difficulty @f be constant with a value equal to 20°C. Table 1 shows these
implementing boundary conditions especially on boundaries th@griables and the dimensionless parameters relevant to this prob-
move and deform. In addition, the presence of coordinate lines|ai, (Ma,Ca,Bi,Pr,Re). In addition to the eight primary cagks
the boundaries permits moving boundaries such as free surfacegjtawo additional case® and 10)or droplets with similar initial
be located with considerable accuracy. volumes and different contact angles were also considered. Based
The Artificial CompreSSIblllty method was used to solve for th%n the selection of the primary Variab|esl the maximum Ma-
fluid velocities and temperature distribution in the droplet domairﬁangoni number considered was approximately 152,000 and the
This numerical technique was first introduced by Ch¢@@]to  smallest was approximately 7000. The values for the Ca, Bi, and
obtain steady-state solutions to the incompressible Navier-Stok®&snumbers do not vary significantly since they are based almost
equations. The method has been used with much success by magtely on fluid properties. The Reynolds number is equal to the
|nVeSt|gators. The Artificial CompreSSIblllty method has also beq'at]o of the Marangoni and the Prandtl number and its value cov-
extended to obtain time accurate solutions of the incompressilgs 3 range between approximately 2300 and 68,500.
Navier-Stokes equations by using the Dual-Time Stepping ap-The time scale associated with the thermocapillary convection
proach[23]. In this study, the formulation of Rogers and Kwaks at |east five orders of magnitude smaller than the evaporation
[24] has been extended to couple the Conservation of Energine scale. The evaporation time scale characterizes the thermal
Equation and simultaneously solve for the temperature and velgsteraction at the droplet surface and the deformation of the drop-
ity fields. The numerical scheme is implicit and second order agst shape. In this study, the difference in time scales and their
curate in time. The convection derivatives were approximated Ugignificance in the numerical process has been used as an advan-
ing a third order upwind flux-difference splitting approal@b] tage. Based on numerical studies, the evolution of both the tem-
and the viscous derivatives were approximated using second orggfature and flow fields is characterized by the Marangoni time
central differences in a collocated grid. Source terms were evalifgle. Both fields become “stationary” before the deformation of
the free surface can affect them. The deformation process occurs
at a much slower rate that is based on the evaporation time scale.

Table 1 Simulation variables and dimensionless parameters
(T.=20°C)

o
ot
S
5
K
5

%
LR
AR

hotes

D, Tu

S Bi P R

%Z%&M& Case (mm) [N €O Ma Ca i r e
z 1 1.0 90° 80 70061 0.143 | 0.0428 | 2.988 | 23447
2 1.0 90° 100 119049 | 0.191 | 0.0417 | 2.219 | 53650
3 1.0 60° 80 70061 0.143 |0.0428 | 2.988 | 23447
4 1.0 60° 100 119049 | 0.191 | 0.0417 | 2.219 | 53650

5 0.10 90° 80 7006 0.143 | 0.0428 | 2.988 | 2345

6 0.10 90° 100 11905 0.191 [0.0417 | 2.219 | 5365
7 0.10 60° 80 7006 0.143 ]0.0428 | 2.988 | 2345
i i : i ° 100 11905 0.191 | 0.0417 | 2219 | 5365

Physical Domain Computational Domain 8 0.10 60

Y P 9 1.276 60° 100 151928 | 0.191 | 0.0417 | 2.219 | 68467
Fig. 2 Generalized curvilinear coordinate transformation 10 | 0.128 | e0° 100 | 15193 | 0191 ]00417] 2219 | 6847
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Fig. 3 Short time solution: Isotherm and Streamfunction contours (with velocity vectors

superimposed ) for a 0.1 mm initial contact diameter water drop on a 100°C heated surface.
Initial contact angle =90 deg. Environment: T,=20°C, dry air: (a) 0.5 ms, (b) 1.0 ms, (¢) 1.5
ms, and (d) 2.0 ms.

To obtain numerical solutions in a reasonable time, the numerid#®.0 was used for the large diameter drops and it was 1.0 for the
simulations of the convection model were performed in twemall drops. These integration time steps allowed the solution to
stages. During the first stage, the governing equations were mglvance at a faster rate and permitted a more economical solution
merically integrated using a small integration time step to soler the thermal and flow fields. A long time solution for a droplet
the short time transient evolution of the temperature and flogvaporation case required between 96 to 120 hours of runtime on
fields. A dimensionless integration time st&p of 0.1 was suffi- the SGI Origin2000 parallel platform. The short and long time
ciently accurate for the present computations. This value corteansient solutions were patched together to obtain a complete
sponds to a dimensional time step of 0.1 times the Marangoni tirhi&tory of the evaporation process.
scale. This first stage of the numerical simulation is characterizedTo determine the proper grid resolution required for the simu-
by a heating period in which the drop temperature increases duddtions in this investigation, a grid resolution study was per-
heat transfer with the solid surface. During the same time framfeymed. During the grid resolution study, the droplet evaporation
the flow field develops and affects the heating process and teproblem was solved using four different grids with increasing lev-
perature field within the drop. The solution evolves until the theels of grid refinement. The four grids used had refinement levels
mal and flow field changes are very small. At this point in timegf 6131, 91x46, 121X61, and 18191 points in thand 7
the isotherm and streamfunction contours appear to have reachigdctions respectively. Each refinement level approximately
their steady state distributions. For the drop sizes selected in thisubled the total number of grid points. Based on a comparison of
study, this process occurs during approximately the first five pare velocity profiles, temperature profiles, average Nusselt num-
cent of the total evaporation time. The mass loss and volurpgr, and apex temperature, the ¥BlL grid was selected as an
changes that occur during this stage are small. As this neaglyceptable resolution level to perform all the numerical simula-
asymptotic state is approached, the temperature and flow figishs. This resolution level provided reasonable accuracy without
solutions resemble the steady-state solutions obtained by solvigig excessive number of grid points. The ¥ grid was not
the problem without droplet mass loss and without free surfag@ed due to the greater storage constraints and due to the exces-
deformation. _ _ _ sive computational time requirements that would be required with
This type of simulation will be referred to as the short timgnjs |evel of grid refinement.
solution. The number of physical time steps required to completeThermal and flow solutions are shown below that are based on
the short time solution depends on the Marangoni time scalfie selection of one of the droplet evaporation cases. The case that
Based on these short time simulations, a small amount of i@ selected for this comparison consists of a water droplet ini-
droplet mass evaporates during the evolution of the thermal aﬁghy at room conditions T..=20°C). The droplet has an initial
flow fields. The numerical simulations were performed using si,ntact radius of 0.1 mm and an initial contact angle of 90 deg.
processors on an SGI Origin2000 parallel platform. The largghe heated surface temperatdig is maintained at 100°C. This
drops O,=1.0mm) required on the order of 264 hours of coMgqrresponds to case 6 in Table 1. The results of the other cases in
putational time while the small drop®¢=0.1 mm) required be- Tapje 1 are not presented because the results of case 6 show the
tween 120 to 144 hours for these short time solutions. same trends and characteristics and due to space limitations. Iso-

The second stage of the numerical solution which is referred §Qarm and streamfunction contours have been used to quantify the
as the long time solution is characterized by changes in the drgp,nges in the thermal and flow fields for both the short and long

geometry and volume due to the evaporation effects. Very smglhq sojutions. Isotherm contours are also shown for the conduc-

changes occur in the temperature and flow fields as these fieigls, mogel based on the same conditions used for the convection
adjust to changes in the drop geometry. During this stage th&,qql.

solution is advanced using a larger integration time step than was

used during the short time solution. The larger integration time Short Time Solution. Figure 3 shows a time sequence of the
step is carefully chosen so that it does not jeopardize the solutisotherm and streamfunction contours throughout the water drop-
accuracy and stability. A dimensionless integration time step &t for the conditions identified as Case 6 in Table 1. These con-
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Fig. 4 Long time solution: Isotherm and Streamfunction contours (with velocity vectors su-
perimposed) for a 0.1 mm initial contact diameter water drop on a 100°C heated surface. Initial
contact angle =90 deg. Environment: T,=20°C, dry air: (a) 5ms, (b) 20 ms, (c) 40 ms, and (d)
60 ms.

tours represent the evolution of the thermal and flow fields durirggadients at this boundary. The changes in the droplet volume due
the initial transient period described by the short time solutiomo the evaporation process were very small during the short time
The short time solution for case 6 has a total duration of 5.23 nmsblution interval.
The isotherm contours shown are for 0.5, 1.0, 1.5, and 2.0 msThe instantaneous contours displayed in this section show the
after the start of the evaporation process. During approximatelevant features that occur during the startup process. The
the initial 1.5 ms of the evaporation process, the violent startup sfreamfunction contour lines exhibit a curved pattern near the con-
the thermal and flow fields cause the cold fluid in the drop to kact line ¢ =R¢,). Also, the streamfunction contour lines are con-
entrained inside a circulation cell. The droplet surface warms veggntrated near the droplet surface. This is clear evidence of the
fast due to the strong thermal convection that occurs early in thiggh velocity gradients that exist near the droplet surface. The
heating process. The isotherms are concentrated near the cordagface tension gradient along the droplet surface results in a tan-
surface ¢=0) demonstrating the existence of a thermal boundagential stress that drags the fluid layers next to the surface toward
layer near this boundary. The isotherms meet the axis of symmegiyoler regions. The streamfunction contours decrease in magni-
orthogonally due to the symmetry required at that boundary. Agde away from the center of circulation as can be seen from the
time increase¢>2.0 ms), the changes in thermal field occur at thcreased spacing between contour lines. As time increases, the
slower rate and a nearly steady temperature distribution resultsyélocity of the fluid throughout the drop decreases until a nearly
small amount of the total droplet volume has left due to evaporgteady velocity field is established.
tion during this time. For times greater that 2.0 ms, the isotherms ] ) ] )
are less concentrated near the contact surface when compared t°ng Time Solution. The long time solution results of the
the initial startup process. The temperatures inside the drop &\aporation process presented in this section are a continuation of
well above the initial isothermal temperature that existed #pe short time solution results for the same conditions identified in
time=0. the previous sectiofiCase 6). For this simulation, the numerical

A circulation cell with a size of the order of the contact radiu§alculations were continued until a physical time of approximately
of the drop was observed in all the cases considered in this stug.1 ms had transpired. The contact angle predicted at this time
Since the model assumes axial symmetry about the vertical axi3s approximately 26.0 deg and the volume remaining in the drop
the circulation cell forms a toroid in three-dimensional spac#/as 17.6 percent of the original volume. Since the contact angle is
During the startup process, the radial and axial location of tigseater than the receding angle which is approximately 10 deg for
center of circulation shifts with time. The motion of the cell centewater on a metallic surfade 2], the contact line remained at the
decays until the flow field becomes nearly stationary. The circ§ame location throughout the entire time of the simulation. The
lation cell pulsates and moves during this initial transient. Thigonvergence of the numerical computations deteriorated beyond
pulsating behavior can be observed using computer animations/@i1 ms. Beyond this time, the grid became very distorted. Grid
the isotherms and viewing the streamfunction contours as a furslistortion is inevitable because as the contact angle approaches
tion of time. the receding angle, the droplet resembles a thin film. Based on

During the short time solution large temperature and velocigersonal experimental observations of small water droplets evapo-
gradients occurred at the contact surface with the solid. The floating on heated surfaces, the deformation process at these low
field was characterized by a tangential velocity distribution at theontact angles becomes non-symmetric and the symmetry as-
droplet surface while the fluid traveled from the contact line to thgumed in the model is no longer valid. Rymkiewicz and Zapalow-
droplet apex. The flow field at the axis of symmetry consisted @fz [3] and Chandra et aJ11] have also observed this behavior.
cooler fluid and it resembled an impingement type flow. The tem- It is possible that the circumferential component of the velocity
perature distribution inside the droplet showed very curved is& no longer insignificant from this point on. The numerical model
therms demonstrating the strong influence of the flow field on tlessumes that the problem is axisymmetric with no circumferential
thermal process. The isotherms were concentrated near the contaation. Experience with other numerical problefesy., the flow
surface with the solid providing evidence of the large temperatuoeer a backward facing step and the axisymmetric sudden expan-
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Fig. 5 Isotherm contours comparison between the numerical solutions with fluid motion and
without fluid motion for a water drop with an initial contact diameter of 0.1 mm, 100°C heated
surface, and initial contact angle =90 deg. Environment: T,=20°C, dry air: (a) 10 ms, (b) 20
ms, (c¢) 40 ms, and (d) 60 ms.

sion flow) using the present formulation has shown that the comotion in the thermal process. The contour lines meet the axis of
vergence deteriorates as the flow field becomes three-dimensiosginmetry orthogonally as expected. The streamfunction contours
Therefore difficulty with the convergence of the numerical comshow that only one cell remains during the time interval of the

putations may be one way of detecting a transition in the flogimulation. The center of the circulation cell moves down as the

field. Though the numerical formulation takes into account thesll size decreases and the droplet surface compresses the circu-
non-orthogonal contributions in the fluxes and on the boundagtion cell against the contact surface.

conditions, there will be some discretization error associated with
the distortion of the grids. Conduction Model. Figure 5 show instantaneous contours of
Figure 4 shows long time instantaneous isotherm and streathe dimensionless temperature distribution in the drop based on
function contours for this case. The contours are shown at timestbe results of the convection and conduction models. The isotherm
5, 20, 40, and 60 ms. These contours show the long time changestour lines for the conduction model are almost horizontal in
in the droplet geometry and their effects on the temperature dimntrast with the distorted isotherms that are observed in the con-
tribution in the drop. As the evaporation process occurs, the drogection model results. As the droplet evaporates, the contour lines
let volume decreases as demonstrated by the decrease in the dadjist to the new shape and the boundary conditions. The iso-
let apex height and the motion of the droplet surface. The positigierms intersect the axis of symmetry orthogonally, as expected.
of the isotherms changes to satisfy the energy balance at {y¢en these results are compared with the long time sol(tiore
boundaries. No Signiﬁcant variation occurs in the isotherm spass mg of the convection model, it can be noticed that the con-
ing near the contact surface. The isotherms are very distorted ngagtion model underpredicts the speed of the evaporation process.
the droplet free surface indicating a strong influence of the fluighe temperature levels inside the drop predicted by the conduc-
tion model are lower in the top half of the drop throughout most
of the process compared to the predictions of the convection
model. The influence of the fluid motion produces a warmer drop-

. o Crafton (2001) -

0.9 — Ruiz(2000) let surface. Sir_lce_ the_ evaporative mass flux is based on the local
0s . D 105 mm temperature distribution at the_ droplet surface, a warmer surface
. B, =112° will result in a larger evaporative mass flux. Therefore, the con-
lg’ 07 / #:jgf‘;c vection model predicts a fastt_ar e\_/aporation rate from the surface
S 06 Q Tu=95°C of the drop as demonstrated in Fig. 5.
=1
lf o3 DO:I_Omm/ 5 Droplet Volume. In Figure 6 a comparison of the normalized
E 041 8,=90° D droplet volume is made with the experimental data from Crafton
Z 03 ‘T’:fz/éoc . [29]. The normalized droplet volume is defined as the current
02 Tu=100°C ‘ droplet volume divided by the initial droplet volume. The experi-
o1 T mental data considers a water droplet with an initial contact diam-
o . eter of 1.05 mm and initial contact angle of 112 deg placed on an
6 1 2 3 4 5 6 7 8 9 1o 1 1213 14 15 aluminum surface at 95°C. The surroundings of the droplet were
Time (5) at 21°C and a relative humidity of 30 percent. The numerical
results are in close agreement with the experimental data. The
Fig. 6 Water droplet normalized volume comparison with ex- comparison demonstrates that the normalized volume decreases in
perimental data of Crafton [29] a relatively linear fashion as time elapses.
Journal of Heat Transfer OCTOBER 2002, Vol. 124 / 861
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Conclusions Nomenclature

A numerical study of the evaporation process of small water g = droplet apex
droplets on hot isothermal solid surfaces has been performed. The Bj = Biot number, Bi=h,k/R,
present numerical study has taken into account the effects of fluid ca = capillary number, Ca|do/dT|AT/ o
motion on the evaporation of small droplets by modeling the ther- ¢, = liquid specific heat
mocaplllar_y convection that occurs during the process. Most of D, = initial contact diameter
the experimental studies in the literature have concentrated gn. = binary diffusion coefficient of the vapor species into
larger drops and temperatures above saturation for which nucleaté™™" ...
boiling occurs. No other simulations in the current literature have g = acceleration of gravity
considered the internal fluid motion and the droplet geometrical — latent heat of vaporization
changes that occur during the evaporation process. hfg — mass transfer coefficient

A computational strategy consisting of modeling the evapora- /™ : -
tion process in two solution stages called the short and long time ''nc — natural convection heat transfer coefficient
solutions was implemented. The short time solution showed large 9& = Jacob number, Jaksg/c,AT
changes in the thermal and flow fields with small changes in the = liquid thermal conductivity
geometry due to evaporation. In addition, the short time solution Kar = &ir thermal conductivity
showed that the temperature and flow fields become stationary L& = Lewis number, Les o,/ D yap.air
after the initial transient period. The long time solution showed no ™M = droplet mass
significant variation in the thermal and flow fields as the geometry m” = mass flux across the droplet surface
changed due to the evaporation of the water drop. This computa-Ma = Marangoni number, Ma|do/dT|ATR,/ na
tional strategy of dividing the solution in a short time and along A = unit normal vector to the droplet surface
time solution has been successful because of the asymptotic trendNu = Nusselt number, Nu,.D/Ky
of the thermal and flow fields during the short time solution. Asa P = pressure
r_esult, the_ comp_utational strategy _aIIov_ved the adva_mce of the long pr = Prandtl number, Prv/a
time solution using larger integration time steps without compro- 1 — radial coordinate
tr;wr:]selr.lg the numerical accuracy and reducing the total solution R _ Rayleigh number, RagBATRY va

The simulations using the convection model were terminated Re = Re.ynmds numbe_r, ReUsRo/v
when the contact angle approached the receding angle. The nu-Ro = "?'“a' contact radius
merical convergence deteriorated as the droplet contact angle ap- S — VISCOUS Stress tensor
proached the receding angle value of 10 deg. There is a possibility | = temperature
that this convergence deterioration is a result of the numerical t = time
model being incompatible with the assumption of an axisymmet- tar = thermal diffusion time scale
ric flow field and deformation process when the contact line mo- tevap = €vaporation time scale
tion starts. Experimental observation has shown that the evapora-Ty = heated surface temperature
tion process becomes asymmetric as the contact line motionty, = Marangoni time scale
occurs. The numerical convergence deterioration that occurs when { = ynit tangential vector to the droplet surface
the contact.angle ap.proaches the rgceding angle seems to indicatext = physical time increment
that the axisymmetric assumption is no longer appropriate. Per-AT = temperature difference scale
haps, a three-dimensional model that takes into account the cir-y ,, — radial and axial velocity components
cumferential fluid motion is better suited to model the contact U, = velocity scale
angle transition and the asymmetric deformation process that oc- =~ loci
curs when the contact line moves. V= ve_ocny ve(_:tor

The conduction model results were compared with the results z = axial coordlr)ate . .
of the convection model. The conduction model predicted slower ~ — denotes a dimensionless quantity
rates of change of the droplet volume, height, and contact angi&eek
The conduction model predicted larger values of the volume,
height, and contact angle compared to the convection model at
corresponding times. Based on these comparisons, it is obvious™ar
that fluid motion plays a very important role in the transport pro- £sv ) o
cesses during the evaporation process of small water drops in pseudotime variation
horizontal surfaces. The fluid motion significantly affects the ther- ¢ = contact angle
mal field in the droplet, and the temperature distribution at the *« = local mean curvature
droplet surface determines the rate of mass loss due to evapora- # = liquid dynamic viscosity

= liquid thermal diffusivity
= air thermal diffusivity
= convergence parameter for the state vector

tion. A model without fluid motion underpredicts the rate of v = liquid kinematic viscosity

change of the droplet mass and overpredicts the evaporatioriz 7 = computational space coordinates

times. Pvapsat = Saturated density of the vapor at the surface tempera-
The numerical results were in close agreement with experimen- ture

tal data of the normalized volume for gently deposited small watepyap,. = Vapor density in the ambient
droplets. The close agreement with the experimental results sug- o = surface tension

gests that using the Reynolds Analogy and the conduction Iir’rg"J
(Nu=2.0) to determine the mass transfer coefficient at the free ) N
surface had no adverse impact on the droplet volume predictions. * = amblent condition
These results demonstrate the applicability of the numerical model air = air property

to predict the droplet shape evolution as the fluid evaporates. This | = interface

type of model can be used to predict temperature distributions and n = normal component
fluid velocities in small drops were non-invasive measuring tech- o = reference state
niques are unfeasible and very difficult to accomplish. t = tangential component

bscript
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A Cavity Activation and Bubble
Growth Model of the Leidenfrost
Point

John D. Bernardin

Assoc. Mem. ASME This study presents a new mechanistic model of the Leidenfrost point (LFP); the minimum
Issam Mudawar liquid/solid i_nterface temperature required to support film boiling on a smc_)oth surface.
] The model is structured around bubble nucleation, growth, and merging criteria, as well
g-mail: mudawar@ecr.purdue.edu as surface cavity size characterization. It is postulated that for liquid/solid interface
Fellow ASME temperatures at and above the LFP, a sufficient number of cavities (about 20 percent) are
- activated and the bubble growth rates are sufficiently fast that a continuous vapor layer is
Boiling and Two-Phasg Flow Laboratory, established nearly instantaneously between the liquid and the solid. The model is appli-
School of Mechanical Engineering, cable to both pools of liquid and sessile droplets. The effect of surface cavity distribution
Purdue University, on the LFP predicted by the model is verified for boiling on aluminum, nickel and silver
West Lafayette, IN 47907 surfaces, as well as on a liquid gallium surface. The model exhibits good agreement with

experimental sessile droplet data for water, FC-72, and acetone. While the model was
developed for smooth surfaces on which the roughness asperities are of the same magni-
tude as the cavity radii (0-41.0 um), it is capable of predicting the boundary or limiting
Leidenfrost temperature for rougher surfaces with good accuracy.

[DOI: 10.1115/1.1470487

Keywords: Boiling, Bubble Growth, Cavities, Heat Transfer

1 Introduction formed, which included data for acetone, benzene, FC-72, and
water on heated aluminum surfaces with various surface finishes.
|~|_e same study also explored the effects of surface matedpt

r, nickel, silver, and aluminumliquid subcooling, liquid degas-

The competitive demands of industry for products with e
hanced material properties which can be manufactured more e
ciently and with greater cost effectiveness are continually shapiH . . ;
and advancing processing techniques. For example, processing'B: Surface roughness, and chemical residue on the Leidenfrost
aluminum alloys has received considerable attention from the dtpint: In addition, several Leidenfrost point models developed
tomobile and aerospace industries because of such attribute Q% the past four decades were reviewed and assessed. These
high strength-to-weight ratio, corrosion resistance, and recyclagiiodels include hypotheses adopted from different disciplines,
ity. However, the replacement of steel components with aluminutch as hydrodynamic instability theory, metastable physics, ther-
alloy counterparts has been restricted, in part, by limited knowRodynamics, and surface chemistry. Table 6 of Ref.reveals
edge of the heat transfer aspects associated with quenchinghsse models fail to accurately and consistently predict the
extrusions, castings, forgings, and other heat treated parts.  Leidenfrost temperature for sessile droplets.

Quenching involves rapid cooling of a part to control micro- The model proposed and verified in this paper is based on sur-
structural development and hence dictates material propétfles face cavity size characterization as well as bubble nucleation,
Figure 1 shows a typical temperature-time history of an aluminugrowth, and merging criteria. It is consistent with the relationship
part during a quench. The curve is divided into four distinct rebetween surface cavities and the boiling phenomena reported in
gimes, each possessing unique heat transfer characteristics. Inefidy nucleate boiling literature. In these studies, scanning elec-
high temperature, or film boiling regime, the quench proceed®n microscopy identified micron-sized cavities on macroscopi-
rather slowly as liquid-solid contact is prevented by the formatiogally polished surfaces and high-speed photography recorded
of an insulating vapor blanket. The lower temperature boundary lefibble formation speculated to originate from vapor trapped
this regime is referred to as the Leidenfrost pdinEP), below within these cavitie§3—5]. In conjunction with these early obser-
which partial liquid-solid contact increases cooling rate. As disations, a bubble incipience model to predict the surface superheat
cussed by Bernardin and Mudawar, most of the material trans- required to form vapor bubbles from surface cavities was devel-
formations for aluminum alloys occur at temperatures above t3@ed[6-9]. The focus of continuing investigations was to corre-
LFP, while warping and distortions are caused by thermal stressgg the observed heat flux and superheat characteristics to the
resulting from the large cooling rates at temperatures below tigmper density of active cavitige,5,10,11]. It has been well
LFP. Consequently, accurate knowledge of the Leidenfrost teflscymented in these studies that as the surface superheat is in-
perature and the parameters which govemn its behavior is pai@sased, the number of active nucleation sites increases up to
mount to controlling the quenching process and subsequent mal§ae maximum point at which bubble coalescence occurs and a

rial properties. It must be emphasized_ that boiling is an interfaci por blanket begins to develop, covering nearly 50 percent of the
phenomenon. Consequently, the Leidenfrost temperature CONELt-ce at critical heat flupa] '

sponds to that of the liquid-solid interface at the LFP, which may In the present study, it is hypothesized that as the Leidenfrost

differ significantly from temperatures within the solid. : PR
I a previous Sty by the sl a fay comprenesve [SMPErALTe 2 spproached o e boling pience empera
experimental assessment of the Leidenfrost phenomenon was élé[e ; .
ated, and the growth rate of these bubbles increases appreciably
Contributed by the Heat Transfer Division for publication in th®URNAL OF Fofrf.“qwd-sc’h% Intefrface .temperatures adt ang ?]bol;/ebtbqe LFP, I‘?
HEAT TRANSFER Manuscript received by the Heat Transfer Division June 30, 2008Y icient number o caV|t|es_, ar_e Q.Ctl}/ate "_in t e u e growt
revision received January 7, 2002. Associate Editor: T. Y. Chu. rates are large enough thiguid in immediate vicinity of the
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surface is nearly instantaneously converted to vapor upon con-
tact, enabling a continuous insulating vapor layer to form between
the liquid and the solid.

To help explain the rationale of the proposed LFP model, Fig. 2
displays the sessile droplet evaporation time versus wall super-
heat, exhibiting the four distinct boiling regimes indicated in the
cooling curve of Fig. 1. In this example, the interface temperature
refers to that at which the liquid and the solid come in contact.
Included in Fig. 2 are photographs depicting the vapor layer de-
velopment for sessile water droplets approximately 2 ms after
making contact with a polished aluminum surface at four interface
temperatures. At an interface temperatureTpf 137°C, corre-
sponding to the transition boiling regime, individual vapor
bubbles occupying roughly 15 percent of the liquid-solid contact
area are visible throughout the liquid film. At 151°C, approaching
the LFP, the bubble density increases significantly, covering
nearly 50 percent of the droplet underside. As the interface tem-
perature increases further, bubble density also increases, signaling
the formation of a continuous vapor layer beneath the droplet. The
LFP corresponds to the minimum liquid-solid interface tempera-
ture required to sustain a continuous vapor layer, as suggested in
Fig. 2 for T;=165°C. At and above the LFP, the vapor layer
beneath the droplet allows surface tension forces in the liquid to
reduce the droplet’s outer diameter noticeably as shown in Fig. 2
for T;=180°C.

To fully appreciate the proposed model, the structure of solid
surfaces and its influence on the boiling process must first be
explored.

Characterization of Surfaces. A typical surface is made up
of many imperfections, including pits, scratches, and bumps. In
addition, there is no definite region on a particular length scale
which can be considered as roughness or waviness. As mentioned
by Ward[12], a surface generally exhibits self-similarity, meaning
that its appearance remains basically the same over a wide range
of magnifications. This behavior is described in Figa)3 in
which a hypothetical surface profile is shown at various magnifi-
cations. Surface roughness features appear to repeat themselves as
the magnification is increased again and again. Based on this type

(©) T, =165 °C (d) T; = 180 °C

Fig. 2 Sessile droplet evaporation curve and corresponding photographs of water droplets approximately 2
ms after contact with a polished aluminum surface
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Fig. 3 Depiction of (a) an actual surface profile exhibiting self-similarity and the correspond-
ing cavity size distribution,  (b) sensitivity limitation of a stylus of a surface contact profilome-
ter, and (c) a polished aluminum surface profile ~ (with an arithmetic average surface roughness
of 26 nm) measured with a contact profilometer and the corresponding cavity size distribution

of surface description, it is reasonable to conclude that the surfaafel to 10 um. Thus, the resulting surface cavity distribution
consists of relatively large craters, which are filled with manyneasured with such an instrument would erroneously exhibit the
smaller cavities, and so dil]. Consequently, the surface cavitycharacteristic dome-shape of Fig(c8 commonly employed in
sizes would be expected to fit an exponential distribution dmiling heat transfer literature. Cavities which serve as bubble
shown in Fig. 3(a). nucleation siteg0.1 to 5um) would not be detected with a sur-
Several techniques, including surface contact profilometrface contact profilometd2,11].
scanning electron microscopy, and various optical, electrical, andScanning electron microscopy image€SEMS) help identify
fluid methods, are available for assessing surface featliBdsAs and characterize the cavities which serve as nucleation sites. Fig-
mentioned by Ward12], each of these techniques is bandwidthire 4 displays surface cavity distributions for a polished alumi-
limited, meaning it can only resolve surface features of a certainum surface determined from SEMS at two different magnifica-
size interval. Figures (8) and 3(c)describe this limitation for a tions. Each distribution is limited by the SEM magnification.
surface contact profilometer, showing how at higher magnificktowever, by combining the distributions from both SEMS, a
tions the surface appears to get smoother as fine surface featam@aplete cavity size distribution covering the range responsible
are no longer detected. This resolution limit is the result of thier bubble nucleation of common fluids is obtained.
physical size of the diamond stylus, typically having a tip radius In the past, a number of investigations were performed to char-
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Fig. 4 Cavity size distributions for a polished aluminum surface determined from scanning electron microscopy
images at (a) 1000X magnification, (b) 4800X magnification, and (c) combined magnifications

acterize surface features responsible for nucleate boiling to deribe assumed conical-shaped cavitidsater, Wang and Dhif18]
quantitative relationships farc,, the number of surface cavitiesdetermined the relationship between the number of surface cavi-
which are activated11,14-16]. More recently, Yang and Kimties per unit areanc, and those that become activated,, for

[17] determinednc, using scanning electron and differential in-water boiling on a polished copper surface. They also confirmed
terference microscope data along with the vapor entrapment dBaertner’s[19] statistical spatial distribution of active cavities.
terion (contact angleg¢, must be greater that the cone angbepf Using a Poisson distribution function, Gaertner derived the fol-
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lowing expressions for the statistical distributidifd), and aver- heated surface. For a relatively short duration over which rapid

age,d, of nearest-neighbor distancel,between cavities bubble nucleation occurs at high superheats, the contact between
B 5 the liquid and solid can be modeled as one-dimensional transient
f(d)=2mnc,d expinc,md®) (1) conduction between two semi-infinite bodies. The transient tem-
050 perature plistfibution in the liquid, or the available superheat,
d= " ) TasdY:1), is given by[20]
Vnc,
The remainder of this paper presents the development of the Tai=Ti (T —T;)erf Y ) (6)
new theoretically-based LFP model. Experimental data and nu- 2\/a’_ft

merical schemes required to solve the model equations are {fhere the interface temperatufg,, is
cluded and discussed. Finally, comparisons are made between the

model predictions and empirical data to demonstrate both the ro- _(kpcp)g’zTS+(kpcp)fl’ZTf @
bustness and accuracy of this model. [ (kpcp)§/2+(kpcp)f1’2 .
2 LFP Model Development y is the distance into the liquid measured normal to the liquid-

The methodology used to construct the present LFP model lid interface, andl's and Ty are, respectively, the surface and

lies upon two important aspects concerning bubble nucleation a 'ﬁ temperatures Féf'."f to the contafct. bubbl leation i

its relationship to surface temperature and cavity shape and distr'h € Eﬂnlmu_rln k():lon |t|0nhnecessar}:j_or chf e nhuc ealt_lé)n IS met

bution. First, based upon earlier bubble nucleation critegiad), when the available superheat at a distapdeom the solid sur-

increasing surface superheat beyond the boiling incipience te ce, IS eql_JaI to_the required sup_erheat fqr a _hemlspherlcal bubble

perature causes both larger and smaller surface cavities to activise radiusr, |s_equal toy. Th's condition is represented by

and bubble growth rates to increase. Secondly, for a typical p§duating the required and available superheats from Bggand

ished surface, there is an exponential increase in the number respectively:

surface cavities with decreasing cavity mouth raditig, 18], as r

shown in Fig. 3. Tsatexp( ) (8)
In the present study, the authors postulate that at some large 2\/a_ft

liquid-solid interface temperature corresponding to the LFP, a suf- . . o .
ficient number of cavities will activate to produce enough vapor io Cavity Size Distribution. Surface cavities and other defects,

20v
rh;

‘g) =T, +(Tf—Ti)erf(
*]

separate the liquid from the solid, and hence, induce film boilin .plcally on thg orgjer of 1 to 1gm, have Iong. peen known. to be
Discussed below are the various sub-models used to support ly influential in controlling nucleate boiling by serving as

overall LFP model. In the next section, a solution procedure bas cleation sites. In this StUdY' scanning electr_on microscopy
upon these sub-models is outlined M) was utilized to characterize the surface cavity distributions

of macroscopically polished surfaces from which empirical
Bubble Nucleation. The criteria for bubble nucleation from Leidenfrost temperature measurements were nfagleNIH Im-

cavities have been rigorously investigated theoretically and vegige, an image processing and analysis program for the Macintosh

fied experimentally by many researchers. The significant aspeetss utilized in conjunction with digitized SEM images of the

of the bubble nucleation model are outlined below. In the devgbolished surfaces to determine the number and sizes of the surface

opment that follows, it is assumed that the surface cavities aravities. The program determined the mouth area of each irregular

conical. cavity, and then calculated an equivalent circular cavity mouth
The pressure drop across a spherical bubble interface of radiadius which would provide an equal mouth area.
r is given as From inspection of various SEM images at different magnifica-
tions, it was apparent that the number of cavities per unit area,
P — szz_‘r_ ©) having an equivalent mouth radius betweeandr + Ar, could be
9 r fit by the exponential function
A relation for the liquid superheatyT,;, required to provide n=a, exp —a.r). 9)

the necessary gas pressuRg,, for initiation of bubble growth

can be found by integrating the Clausius-Clapeyron equationVUsing the scanning electron microscopy images of the various
along the saturation line surfaces used in this study, the following curve fits were obtained

over a cavity size range of 0.07 to 1.0n:
Pg,sat Tsatt ATsat hfg ]
dpP= —dT. (4) n=3.379 exp—10.12r) (aluminum (10a)
Pf,sat

vag
By substituting Eq.(3) for the pressure differenceP( n=4.597 exp—12.20n (nicke) (100)
—Ps o5 and holding the latent heat of vaporization and specific n=13.16 expp—16.07r (silver), (10c)
volume difference constant, E¢}) can be integrated to give the
following expression for the surface superheat temperature
quired to initiate the growth of a hemispherical vapor bubble
radiusr,

Tsat

where the units fon andr are sitesum™ 2 um™* and um, respec-
dively. The curve fits had acceptable least square residuals with a
worst case value of 0.87.

The cumulative number of surface cavities in the radius interval

20v I min=<I<rmax, IS then obtained through integration,
Trsh= Tsatexf< rhffg). %) mn e g g
g

" max al

By assuming constant values fof, andv4 (evaluated at the nc—Jr _ n(rydr= a—z[exq—azrmm)—exq—azrmax)].
mean temperatureT(y,+ Tsq)/2), integrating Eq.(4) produces a mn (11)
difference of only 6 percenffor water and a surface superheat
temperature of 190 °Cfrom the results obtained by substituting Bubble Growth. Due to the relatively high superheat and
temperature-dependent properties and performing the more cahert duration over which vapor is created in the film boiling
plicated integration. regime, it is believed the rapid bubble growth will be initially

The superheat available for bubble nucleation is provided ldpminated by inertia rather than heat diffusion. For this condition,
the transient heat diffusion following contact of the liquid with théoubble growth is described by the Rayleigh equatioeglecting
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Fig. 5 Temperature dependence of vapor bubble growth for 0SS 7T
water as predicted by the numerical solution to the Rayleigh
equation
----- t=100ps
n — — -1000 ps
viscous effectswhich can be derived from the momentum equa- 01r /y ——2000us | ]
tion for incompressible and irrotational flop21], or from energy / Water - Aluminum
conservation principle§22], incorporating the pressure drop ?_, / \ 25% active cavities
across a spherical interfacegR. i JERE\ RN T = 145 °C
3.1 20 005 . N -
RR+§R s (Pg_Px)_E‘ (12) / . \\ .
whereR andR are, respectively, the first and second derivatives \
of bubble radius with respect to time, aRd is the liquid pressure . | | N T
far from the bubble interface. While no analytical solution to the O — I
Rayleigh equation exists, an asymptotic soluti®R,) which 0 5 10 15 20 25 30
neglects surface tension forces, has been obtd?@2@3]. (b) d (um)

However, for early stages of bubble growth, surface tension _ ' _ o
forces cannot be neglected. Consequently,(E2) must be solved Fig. 6 (a) Transient maximum cavity activation and bubble ra-
to accurately describe these early stages of bubble growth.digs and (b) nearest-neighbor cavity distances for 25 percent

solving the differential Rayleigh equation, the following intermeSaVily activation at three different times following liquid-solid
diate step ’ contact for water on a polished aluminum surface with an in-

terface temperature of 145°C

1 AP R® oR?

1 2
d(R¥2R) = —(AP— EU RYZdt=——d

ps R¥R Lpt 3 ps tion is several orders of magnitude faster than that of the thermal

(13)  boundary layer. Therefore, it is assumed the early stage of bubble
was used in the present study to reduce @) to the following 9growth is described by the solution to the Rayleigh Bdb) until
integral the bubble dome reaches the maximum bubble stability point in

the growing thermal boundary layer predicted by E8), after
R dR which the bubble growth is controlled by this slower diffusion rate
t= 05 (14) of the thermal boundary layer. This two-staged bubble growth
model is fairly consistent with the numerical bubble growth model
of Lee and Mertd24], which predicts a rapid inertia-controlled
Figure 5 displays the numerically predicted temperature depdnibble growth that converges to a much slower thermally con-
dence for bubble growth for surface temperatures correspondinglled growth as the bubble expands.
to nucleate, transition, and film boiling of water. As expected, the At interface temperatures well above the boiling point of the
growth rate increases appreciably with increasing surface tefigquid, the number of active surface cavities and the bubble
perature. growth rates can become significantly large that bubble interfer-
The bubble growth predicted by E(L4) is similar to the rapid ence begins to take place. Figure 6 describes this interference for
inertia-controlled growth examined numerically and analyticallyater in contact with a polished aluminum surface with an inter-
by Lee and Mertd24] and Bankoff and Mikesel[26], respec- face temperature of 145°C. Figurga displays the transient
tively. The bubble growth rates displayed in Fig. 5 are also verpaximum stable bubble radius supported by the growing thermal
similar to data for bubble growth in superheated water presentedundary layer as predicted by E). Figure 6(b)shows the
in the same references. The hemispherical bubble geometwarest-neighbor distance distribution given by Eh. and the
adopted in the present model for the inertia-controlled growth isansient cumulative cavity density for a polished aluminum sur-
consistent with the description given by Caf@y]. face 100, 1000, and 200@s following liquid-solid contact. In
Fig. 6(b), it is assumed that only 25 percent of the surface cavities
Interaction of the Thermal Boundary Layer and the Grow-  satisfy the vapor entrapment criterion and serve as nucleation
ing Bubbles. As will be shown in the next section, the bubblesites, an estimate consistent with the findings of Yang and Kim
growth predicted by the numerical solution to the Rayleigh equft7]and Wang and Dhif18].

0

_P_ ) — ——=
3Pf( 9 ) piR
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Fig. 7 Schematic representation of different forms of cavity cancellation: (a) poor vapor entrapment, (b) neighbor bubble

overgrowth, and (c) bubble merging

In comparing Figs. 6(aand 6(b), it is apparent that the bubblea polished surface, this radius is typically well within the range of
radius exceeds half of the nearest-neighbor distance for a laggvity radii available on the surface. As time progresses and ther-
percentage of the active cavities, a condition which is necessamal boundary layer thickens, all cavities within a specific cavity
for two bubbles to interfere with one another. This trend increaseadius interval are activated. This interval is given by the two
significantly as time progresses. However, not all cavities witbots of Eq.(8), namely,r .,i,(t) andr,(t), as displayed in Fig.
participate equally in this process. Because of several cancellat®ib), wherer ., is the radius of the largest activated cavity at a
effects discussed below, only a small fraction of the cavities wiliven instant, not the largest cavity on the surface. Similagly,
activate to form bubbles which grow until they begin to interferés the smallest activated cavity.
with bubbles from neighboring cavities. Table 1 presents curve fits fop,,(t) andr,,(t) obtained by

Figure 7 is a schematic representation of different forms @&blving Eq.(8) over a 2 ms time interval for a variety of fluids and
surface cavity cancellation which occur before or during the déguid-solid interface temperatures. These curve fits were used in
velopment of the vapor layer. Figurdaj displays the vapor en- the remainder of the LFP model calculations to determine the
trapment mechanism for conical surface cavities. When the liquigtidenfrost temperature for sessile droplets.
initially makes contact with the solid surface, only those cavities Assuming only a fractiony, of the cavities actively participate
with a cone angle smaller than the advancing contact angle will the growth of the vapor layer due to the cancellation effects
entrap vapor and serve as bubble nucleation §&8% Two other described in the previous section, and that bubbles grow from
types of cavity cancellation occur during bubble growth froncavities as hemispheres, the time dependence of the cumulative
nucleation sites. As illustrated in Fig(hj, a bubble from an ac- number of activated cavities per unit area can be found by inte-
tivated cavity can overgrow a non-activated, vapor entrapped carating the cavity size distribution over the radius limitg,(t)
ity, thus canceling it out as a nucleation site. Two growing bubblesdr ,,(t):
may collide and merge as depicted in Figc)7 In this case, the
bubbles, represented as hemispheres for simplicity, may form a )=y r"‘a*ma expl — a,r)dr
single larger bubble which extends beyond the stability limit of a - ! 2
the thermal boundary layer, causing condensation and bubble
shrinkage to temporarily occur. The net effect is the cancellation a
of an active bubble source by bubble merging. - «/Ja—z{exp(—azrmin(t))—exp(—azrmax(t))}. (15)

It should be noted that the LFP model described in this paper is ) . .
applicable to sessile as well as impinging droplets. In addition Slrjce the |nert|a-controlled bubble growth rate predicted by Eq.
since the model is constructed around cavity activation and bublbigh) is orders of magnitude greater than the thermal boundary
growth arguments, and not on the expanse of the surroundigy€ growth rate, it is assumed all bubbles initiated with

liquid, it should be applicable to pool boiling as well. <Tma{(t) Will rapidly grow to r,,,(t), the maximum stable hemi-
spherical bubble radius supported by the growing thermal bound-

. ary layer. A hemispherical bubble will not be stable for sizes be-
3 LFP Model Solution Procedure yondr ,,{t) as condensation on the leading front of the growing
Upon contact between a sessile droplet and a heated surfacbubble would significantly reduce its growth rdt26]. This is
thermal boundary layer begins to develop in the liquid. At someonsistent with bubble incipience model of Hst] and the ex-
time t,, the thermal boundary layer would have grown suffiperimental results of Clark et dl3]. Consequently, the limiting
ciently large to satisfy the bubble nucleation criterion for conicatondition considered here is that once the bubbles reach the ther-
shaped cavities with a mouth radiggas shown in Fig. 8(a). For mal boundary layer limit of ,,,(t) they will continue to grow at
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200 Table 1 Active cavity radii equations for sessile droplets of
various liquids in contact with a hot surface for different inter-
face temperatures
O 150 . o
< Flu:,d Ti (°C) Tin (UIN0) Tmax (W)
(] i (Tsa: °C)
T i
® 100 P | 95 02000922 | 0275051
|
2 L |
g 50 ! I | Acetone 115 0.097 £-0.015 0.349 1 0.506
= | I } (56)
|
| I : | | : 135 0.051 0.401 t 0.505
° ] :
I
\l ! | Tax(tr) 70 1.085¢-0161 | 0.037 t0.661
) |
~ : { |
v | 85 0.168 t -0.032 0.148  9-532
E L Tolt) | FC-72
o ¥ | (56)
E L | 100 0.081¢-0012 | 0.207 (0512
= bl '
c b I
. I | 115 0.049 0010 | 0,242 10-506
AN |
|
[ I 145 0.606 t-0051 | 0,162 ¢0.573
0.00 0.25 0.50 0.75 1.00
(a) Distance from Surface (um) gggc)r 165 0.251t-0019 | 0.304 10521
£ 185 0.141¢-0012 | (.38910:509
Q= r
= E max
23
3o ) o
E.E tent with the 14.5 percent value far=137°C in Fig. 2 deter-
o E mined with the image analysis software. A value of 0.05 for
e indicates that even if 25 percent of the cavities satisfy the vapor
g .? entrapment criterion, as discussed previously and illustrated in
'ﬁ ; r Fig. 6, only 20 percent of these nucleation sites actively partici-
<O min pate in the vapor layer growth; the remaining sites being canceled
out by the effects illustrated in Fig. 7. Based on this comparison,
0 . a value of 0.05 foryy was used consistently for all subsequent
(b) Time (us) calculations presented in this study. Due to the complex shapes of

surface features and the limited means of analyzing these shapes,
it is extremely difficult to characterize the surface cavities which
serve as potential nucleation sites. In addition, the contact angle
used for the vapor entrapment criterion is highly dependent on the
spreading velocity of the liquid, surface contamination, as well as
surface roughneg28]. Since the present models for surface char-
acterization and bubble nucleation are limited in their degree of
accuracy, a more accurate means of determining the percent of
the same rate as the thermal boundary layer, i, (t). This actively participating _surfaqe c_avitietzv, is currently. unavailable
two-stage growth is consistent with the bubble growth findings @pd warrants further investigation. Nevertheless, it should be em-
Lee and Mertg24]. phasized that while the choice gfwill influence the vapor layer
Given this bubble growth model, the time-dependent perce@fowth rate, the strong temperature-dependence of the latter,

area coverage of the liquid-solid interface by vapdB%(f), is AAB%/At, which is used to identify the LFP in the present
then given by model, is still very well preserved.

Fig. 8 Transient cavity nucleation model including (a) cavity
nucleation superheat criteria and corresponding cavity size
distribution with transient activation window, and (b) transient
maximum and minimum active cavity radii for water in contact
with a hot surface with an interface temperature of 165°C

ABY%(t) =ncy(t) mr fat) (16) 4 LFP Model Assessment
which, upon substitution of Eq15), gives Figure 9(a)shows the temperature dependence of the transient
a vapor layer growth for a sessile water droplet on a polished alu-
ABO/o(t):z//—l{exp(—azrmm(t)) minum surface with the cavity distribution given by Ed.Oa).
a The time for complete vapor layer developmeA%=100) is
—exp(—azrmax(t))}ﬂ%aﬁ)- 17) shown to rapidly decrease as the interface temperature is in-

creased from 145 to 185°C. While the model predicts an eventual
To determine the cavity cancellation parameterin Eq. (17), 100 percent vapor layer growth for the interface temperature of
the vapor layer development in Fig. 2 corresponding to 137°C wad5°C, other effects such as bubble departure and liquid motion
compared to vapor layer predictions of the LFP model. A value @fhich are not accounted for in the model, would interrupt this
0.05 for ¢ resulted in a 15 percent vapor layer coverage, considevelopment within a few milliseconds of liquid-solid contact,
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and hence prevent film boiling from occurring. FiguréPpre- (b)

sents the trend observed in Figa®in a slightly different manner. _ )

Figure 9(b)shows that as the interface temperature increases hid: 10 Average vapor ""}.yehr %ro""th 'I?te for fsess"e d:jc’p'ets Zf
yond the liquid saturation temperature, the average vapor la % nv;/a::e(r:_c?)g ;igovl:lsatgl?(;i goligiga;ﬁjrﬁjr:uﬁes an (b) ac-
growth rate will increase exponentially. Intuition suggests that at™ ' '

some minimum interface temperature, the LFP, the average vapor
layer growth rate will become sufficiently high to support film
boiling. To determine the minimum average vapor layer growth

rate required to support film boiling, experimental LFP data for ) )
sessile water droplets on aluminum were employed. The watétyer growth rate versus interface temperature for sessile water

aluminum system was used earlier in the model deve|0pmemd@plets on various metallic surfaces and sessile acetone, FC-72,
determine the percentage of actively participating surface caviti@gd water droplets on aluminum. Using these plots and an average
and this system was also highly scrutinized in an experimentépor layer growth rate of 0.05, the LFP was determined for each
study of the LFP[2]. Shown in Fig. 9(b)is the experimentally of these fluid-solid systems. These LFP model predictions are
determined Leidenfrost temperature of 162°T,#£170°C) for compared to measured valuey in Table 2. Excellent agreement
sessile water droplets on aluminum which corresponds to an dy-obtained for all cases except acetone, where the agreement is
erage vapor layer growth rate of 0.05. This value of the averaggly fair. Even so, these results are quite promising considering
vapor layer growth rate was used throughout the LFP model 4Be large differences in the wetting characteristics as well as the
sessment of different liquid-solid systems. thermodynamic and thermal properties of the fluids and solids
This same technique, as described by C423}, has been used used in the comparison. In addition, the differences between the
to determine the critical vapor bubble formation rate needed td-P predictions and present measurements are significantly
sustain homogeneous nucleation within a superheated liquid. Smaller than the majority of previous LFP predictive tools pre-
the homogeneous nucleation superheat limit model, the vagented in[2]. The difference exhibited for acetone on aluminum
bubble formation rate increases exponentially with increasing litray be due to the limitation imposed on the number of actively
uid temperature, much like the vapor blanket growth rate in thgarticipating cavities, accounted for in the paramefein Eg.
present study. Carey explains how empirical data were used(id). As discussed earlier, the existing techniques for modeling
determine a critical vapor bubble formation rate, and how thisapor entrapment and bubble nucleation as well as characteriza-
single bubble formation rate was used to determine the homodien of surface cavities are limited and warrant continued study.
neous nucleation superheat limit of several different liquids ilAdopting newer techniques may lead to a more accurate means of
cluding water. determining the number of actively participating cavities and

Figures 10(apnd 10(b)isplay, respectively, the average vapohence further strengthen the present LFP model.
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Table 2 Comparison of measured Leidenfrost temperatures ization. After evaluating the model with an extensive experimental

[2] and predictions based on the present LFP model for ac- database, the following key conclusions can be drawn about its
etone, FC-72, and water on various polished metallic surfaces validity and use:

Fluid Polished T1eiad °C) Ti0ia (°C) 1. The number of surface cavities which act as bubble nucle-

Surface (LFP (measured) atic_)n_sites increases exponentially with increasing liquid-
Material model) solid interface temperature.
2. Bubble growth rates predicted by the solution to the Raleigh
Acetone | Aluminum 90 132 equation are several orders of magnitude greater than the

growth rate of the thermal boundary layer for conditions

consistent with film boiling of common fluids. Conse-

FC-72 Aluminum 87 89 quently, the bubbles emanating from active surface cavities

grow instantaneously to the maximum allowable radius as

predicted by bubble nucleation theory, and thereafter, grow

Nickel 165 161 at the rate of the diffusing thermal boundary layer.

3. For interface temperatures at and above the LFP, the present
model predicts the number of active sites and bubble growth
rates are large enough that a complete vapor layer is estab-
lished between the liquid and solid almost instantaneously

Aluminum | 162 162 upon contact. _ _ _

4. The present model is substantiated by a large experimental
data base for sessile droplets, provided the surface roughness
features are on the same order of magnitude as the cavities
responsible for bubble nucleation. For rougher surfaces, the
model predicts a lower bound for the sessile droplets.

Water Silver 165 169

Further Justifications of the LFP Model and Application to
Rough Surfaces. For a perfectly smooth surface which is void
of all surface cavities, the current LFP model predicts that th&cknowledgment

liquid can be heated to an infinitely high temperature and film )
boiling would never be reached. Realistically, the maximum ten%-a-g?ce gﬁgorsgggﬁgg(?fcl(hneoﬁlngsghgrfrﬁgﬁ?gfoghé%oymfe of
perature that the liquid can be heated to, above which it is instg- DE-FE8¥-93ER14394 AOQBI - Dep
taneously converted to vapor, is referred to as the kinetic or ther-" '
modynamic superheat limit. Methods to predict this superheat

limit, which is well above the Leidenfrost temperature of théNomenclature
liquid-solid systems presented earlier in this study, can be found
elsewherg29].

Gallium, a liquid metal with a melting point of 29.8°C and

density of 5900 kg.m?, was used in the present study to provide

a;, a, coefficients in cavity size distribution
AB % = percent liquid-solid interface area coverage by
vapor

a smooth liquid surface nearly free of defects. Using a thermal Cg _ ﬁggﬁg;_2gfgh%toﬁocgs\}g;td?srte;nscuge
monitoring system consisting of a temperature controller, car- d = average nearest-neiahbor cavity distance
tridge heater, and thermocouple, sessile droplet evaporation ex- f(d) = nearegt-nei hbor ca\g/it distance distribution
periments, similar to those described [@)], were performed to h.. — latent h tgf vaporiz ¥| N
determine the LFP of water on liquid gallium. Results revealed a fﬂ B tﬁe lea % aporizatio
gallium temperature of 260°C was needed to provide a water/ B ermal conductivity . .
gallium interface temperature of 222°C corresponding to the LFP. n = number of surface cavities per unit area per unit
Impurities in the gallium caused by oxidation and contaminant _ interval (S|tes;Lm pm ) . .
metals were speculated to provide a few heterogeneous nucleation ~ "¢ — cumulative number of surface cavities per unit
sites which prevented the water from obtaining its maximum su- _ area(sitesum ) . .
perheat temperature limit of 273°C predicted using the thermody- nc, = cumulative numbe_rzof active surface cavities per
namic homogeneous nucleation mofi@0], or 310°C according p— unit area(sitesum-<)
to the kinetic homogeneous nucleation mod&f]. However, the R _ EL%Stjgrfadius
results do indicate that a dramatic reduction in surface cavities o - . .
greatly increases the Leidenfrost temperature, which is in agree- R = first derivative of bubble radius with respect to
ment with the present LFP model. . tme o o

While this model was developed for polished surfaces, it also R = second derivative of bubble radius with respect
provides a limiting condition for surfaces possessing roughness to time . .
features orders of magnitude larger than the cavity radii respon- r = surface cavity radius )
sible for bubble nucleatior0.1 to 1 um). The model effectively r. = radius of active surface cavity:m)
predicts a lower limit to the Leidenfrost temperature for sessile T = temperature
droplets and pools of liquid. Contamination and surface roughness t = tme )
will act to increase the Leidenfrost temperature by requiring a vig = specific volume difference between vapor and
thicker vapor layer to inhibit liquid-solid contact. This is sup- liquid i
ported by experimental data for sessile droplets of different liquids y = normal distance from solid surface

on surfaces of various roughnes$gs Greek Symbols

a = thermal diffusivity
AAB %/At = average vapor layer growth rate

5 Conclusions ATg, = surface superheal,s— Tgy;
This study presented a new theoretically based LFP model ¢ = cavity cone angle
which was constructed around vapor bubble nucleation, growth, 6 = contact angle
and interference criteria, along with surface cavity size character- p = density
Journal of Heat Transfer OCTOBER 2002, Vol. 124 / 873
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o = surface tension
¢ = fraction of actively participating cavities

Subscripts
a = active
ash = available superheat
f = liquid
g = vapor

i = liquid-solid interface
leid = Leidenfrost condition
max = maximum
min = minimum
o0 = initial, nucleation
rsh = required superheat
s = surface, solid
sat = saturation
« = liquid condition far from bubble interface.
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Rewetting of an Infinite Slab With
a . saapany | UNIFOrM Heating Under
anecocn - (asi-Steady Gonditions

R. K. Sahoo
) o The two-dimensional quasi-steady conduction equation governing conduction controlled
Department of Mechanical Engineering, rewetting of an infinite slab, with one side flooded and the other side subjected to a
Regional Engineering College, constant heat flux, has been solved by Wiener-Hopf technique. The solution yields the
ROURKELA'769 005' quench front temperature as a function of various model parameters such as Peclet
Orissa, India number, Biot number and dimensionless heat flux. Also, the critical (dryout) heat flux is
obtained by setting the Peclet number equal to zero, which gives the minimum heat flux
required to prevent the hot surface being rewettd®Ol: 10.1115/1.1484111]
Keywords: Analytical, Boiling, Heat Transfer, Heat Pipes, Modeling, Nuclear
1 Introduction ary heat flux and the dryout induced by the heat flux is of specific

The process of quenching of hot surfaces is of practical im Oin_terest while considering the decay heating of a nuclear|fig|
P d g of hot . P NPCL in the design of heat pipes for thermal radia{@§]. Chan and
tance in nuclear and metallurgical industries. For instance, in t

. . ﬁang [7] observed that the existence of heat flux on the wall
ggg::do: eZCFt)C?I’SStUltiteeiltlél';l?isssﬁl’ff:(?e()lgp tthaec%i?rggrﬁér:?s Vr\ﬁerre % ses an unsteady state solution for the heat conduction equation,
. ’ : y n after the equation is transformed to the Lagrangian coordi-
very high temperature because the stored energy in the fuel car\,snh

b d ad telv by th di ; | d moving with the quench front. In this respect, they also con-
€ removed adequately by e surrounding stéam. In order e e the rewetting velocity as well as the plate temperdaire
bring the reactor to a cooled shutdown condition, an emerge

core cooling system is activated to reflood the core. The tinf\a}f ahead of the quench fronip be time variant. In the present

delay | tablishing the effecti i i | per, however, precursory cooling in the dry region has been
elay In re-establishing the etlective cooling may result in a ClaGye,ded in the boundary condition in order to consider the quasi-

If the claddi . b h X Eﬁ‘éady state conduction equation. Further, reported literature on
ture. It the cladding temperature rises above the rewetting telll3,yfica| investigations indicates that Wiener-Hopf solution for

perature, a stable vapor blanket will prevent the immediate retyg rewetting model with a boundary heat flux does not exist. In
to quuid-s_olid contact. R_ewetting is the re-establishr_nem of_ liqui e present analysis, Wiener-Hopf technique has been employed
contact with a hot cladding surface and, thereby, bringing it 10 §fycayse of its accuracy and computational simplicity. Besides, the
acceptable temperature. Also, quenching phenomenon is of cQ@yantage of using the Wiener-Hopf technique may be recognized
siderable practical interest in many other applications such @Scase of handling discontinuous boundary conditions, where the
steam generators, evaporators, cryogenic systems and metallugjgyarity due to the discontinuity can be readily resolved by
cal processing. The cooling process during quenching is chargecomposing an appropriate kernel function in the complex Fou-
terized by the formation of a wet patch on the hot surface, whig{yr gomain.
eventually develops into a steadily moving quench front. As the | the present study, the physical model consists of an infinitely
quench front moves along the hot surface, two regions can Bgiended vertical slab with one side flooded and the other side
identified: a dry region ahead of the quench front and a wet regigQlpjected to a uniform heat flux. The model assumes constant but
behind the quench front. The upstream end of the sONdt gifferent heat transfer coefficients for the wet and dry regions on
region) is cooled by convection to the contacting liquid, whilghe flooded side. The two-dimensional quasi-steady conduction
its downstream enddry region)is cooled by heat transfer to aequation governing the conduction-controlled rewetting of the in-
mixture of vapor and entrained liquid droplets, called precursopite slab has been solved by Wiener-Hopf technique. The present
cooling. ] . ) ) solution involves the exact decomposition of the kernel function,
The rewetting model for a two-dimensional two-region heaf that the solution may be valid for all range of values of the
transfer with a step change in heat transfer coefficient at th@rameters used in the model. The solution has been compared

quench front has been solved for a single slab3] or for a ith other analytical solutions and depicted in the graphical form.
composite slalj4]. In the single slab model the unwetted side is

considered to be aqiabgtic, whereas in case of a composite sl apathematical Model
three layer composite is considered to simulate the fuel and the ) ) ) ) )
cladding separated by a gas filled gap between them. The solutioﬂ'h_e two-dimensional transient heat conduction equation for the
method commonly employed is Wiener-Hopf technique. The twelab is
dimensional rewetting model for a single slab with a uniform heat 2T 2T
flux and precursory cooling has been solved by an approximate k(—2+ —
integral method5]. The one-dimensional rewetting model with a axXe Y
uniform heat flux has been solved for a smooth p[&teand for whereL is the length of the slab andlis the thickness of the slab.
both smooth and grooved platig], considering the dry region to The density, specific heat and thermal conductivity of the slab
be adiabatic. material arep, C, andk respectively. The origin of the coordinate
The analysis of rewetting of a hot surface subjected to a bourfdame is at left-bottom corner of the slab. To convert this transient
equation into a quasi-steady state equation, the following transfor-

Contributed by the Heat Transfer Division for publication in t@UgNAL OF  mation is used:
HEAT TRANSFER Manuscript received by the Heat Transfer Division September 8, _ _
2000; revision received March 29, 2002. Associate Editor: T. Y. Chu. =X =Y-—ut
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):pCE 0<X<§ 0<Y<L L—wx (1)
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\+oo analysis, the heat transfer coefficiéntis assumed to be constant
over the entire wet region. The coolant temperature is taken to be
—_§— equal to its saturation temperatufg. On the dry side of the slab,
053, the wall is cooled by the surrounding vapor. The heat transfer
»* ¢ DRY coefficient accounti_ng f_or both convective and radiative cc_)oling
;"_REGION _ef'fects on the dry side is assumed equahjo a constant, which _
o4 is smaller tharh,. The temperature of the surrounding vapor is
°s VAPOR assumed equal t6,,, which can be interpreted as the initial tem-
'°°;; perature of the hot surface without a boundary heat flux. This is
o justified because the vapor in dry region would be superheated
< due to the existence of imposed surface heat flux on the wall. The
Tu rewetting(quench frontitemperature is denoted by, .

Following Yao[5], it may be envisaged that the temperature
field is sufficiently flat in the axial direction at infinity. Conse-
quently, the first and second derivatives of temperature in
y-direction can be neglected at far upstream of the quench front
(aty— —) as well as at far downstream of the quench freait
y—+®). The above two assumptions are adequate to prescribe
the temperature at infinityy(— +0). The far-field boundary con-
ditions then become

: | WET
| REGION
COOLANT
\/\/\»]4
a . — 9 —

(a) T=Tet L (6-X)+— y——o0
k hs @

_ 9 5.9 =
T—TW+k(5 X)+h2 y—+oo

The conventional rewetting model{githout a boundary heat
+S flux) usually assume the vapor temperature in the dry region equal
to its saturation temperature so that it would be used as a sink
C. temperature. In the presence of a boundary heat flux, however, it
g is well justified to assume the vapor temperature equal to the
Re(o) init@al wall temperature because the vapor would be superheated

owing to the existence of the boundary heat flux. The surface
temperature of the slab at far ahead of the quench ftank
=4, y—+») can be calculatedEqg. (3)) to be equal to T,
+0/h,). In situations wherTy=T,,, the temperature of dry re-
gion wall T(68,y) will be aboveT,, and, hence, the wall will be
(b) cooled by the vapor. On the other hand, T T,,, only a finite
part of the dry region wall immediately ahead of the quench front
will be less thanT,,, whereas for the remaining part it will be
more thanT,, over an infinite length. This implies that the former
part of the dry region wall of a finite length will be heated by the
vapor while the latter part of an infinite length will be cooled by
the vapor and the overall effect is to cool the dry region wall.

shown that, if the slab is long enough compared to the penetrati-gnlljjls(’j %Zégsewgglfﬁéns?nol:htézf ert;titrlgn?\/l?ri(;/\?eﬁortr:?emb%irr?ggf
depth to heat transfer field, the temperature distribution around e diti . hp : I" in the d y
heat source/sink soon becomes independent of time. That is, (9RCitONS in Eq.(3) suggest that precursory cooling in the dry

observer stationed at the origin of the movingy) coordinate région cannot be neglected in the case of existence of boundary

system fails to notice any appreciable change in the temperatmaeat flux on thle Wail. Equatiof2) can be expressed in the follow-
distribution around him as the front moves on. This is identified 449 dimensionless form

the apparent steady state or quasi-steady state condition. Thus the 926 26

transformed heat conduction equation in a coordinate system 5zt 52 Pe@ =0 0<x<1l —oo<y<w 4
moving with the quench front is

T  9°T pCudT

- = X< — < y- a0
?‘F W+ K ay 0 0<x<é co]y<<oo (2) 5+Q:0 atx=0 —o<y<®

Fig. 1 (a) Physical domain of infinite slab; and
strip of analyticity in the complex Fourier plane.

(b) common

whereu is the constant quench front velocity ardy are normal
and axial coordinates respectivellyig. 1(a)). Experiments have

The associated boundary conditions are

The above equation is the governing partial differential equation
in quasi-steady state for the slab, in whigh/9t=0 in the mov- ‘9_'9 +B,6=0 atx=1 y<O0
ing coordinate system. IX

In conduction-controlled rewetting analysis, it is believed that

conduction of heat along the slab from the dry region to wet a_e.i_Bz(a— 1)=0 atx=1 y>0

region is the dominant mechanism of heat removal ahead of the X (5)
quench front, which results in a lowering of the surface tempera- Q
ture immediately downstream of the quench front and causes the 0= ™ +Q(1-x) aty——»

1

quench front to progress further. Since only axial conduction is
considered, the effect of coolant mass flux, coolant inlet subcool-
ing and its pressure gradient etc. are not accounted for explicitly,
but implicitly in terms of wet region heat transfer coefficient,

which is incorporated in the boundary condition. In the present =6, atx=1 y=0

=1+ BE+Q(1—X) at y— +oo
2
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The non-dimensional variables used above are in which y=(a?+s?)%2 The transformed boundary conditions

XY TeTe o s hed are
5 Y UTrTe Pk Pk ®'(2,00=0
pCus qé To—Ts [ Q Q
- = = . ®' (a,1)+B P _(a,]))=— ——B4|1+ =—— — 1
Pe K , Q k(TW—TS) and 00 TW_TS (a ) 1 (a ) a—is 1 BZ B]_ ( O)
It may be verified that for no heat flux condition with adiabatic O’ (a,1)+B,d, (a,1)=0

dry side (by settingQ=0 B,=0 and Q/B,=0), the boundary . o
conditions in Eq.(5) reduces to that of conventional two-regiorwhere prime denotes the transform xierivatives ofe(x,y).
model (insulated dry wall and without a heatiri@]). The main The general solution of the second order ordinary differential
objective of the present analysis is to obtain the quench frogguation(Eq. (9)) is

temperatured, in terms of wetside Biot numbés,, dryside Biot _ .

numberB,, Peclet number Pe and dimensionless heat €ux P(a,x)=Cy(a)coshyx+Cy(a)sinhyx (11)

Although Egs.(4) and (5) have been formulated for the case oimposing the boundary conditions of Ed0) into Eq.(11) yields
bottom flooding, they are also valid for top flooding.

1+ (B, cothy)/y
3 Analytical Solution P, (a, 1)+ W,}D(a,l)
In order to employ the Wiener-Hopf technique, E4) is first i B, cothy 0 o
transformed with a new variable, defined by 6(x,y)=1 =— ; )( = _ _) (12)
+(Q/B,)+Q(1—x)— ¢(x,y)e"%, in which s=Pe/2. The gov- a—is\y+B;cothy B, B;

erning equatior(Eg. (4)) then becomes 3.2 Wiener-Hopf Technique. The technique of Wiener-

Po o ) Hopf, which has been fruitfully appl_ied to the _class of rewetting
WJF (9_y2_5 =0 0<x<1l —oo<y<® (6) problems, uses the strategy of solving a functional equdtap
(9)) comprising of two unknown function@b , and® ) of com-
The boundary conditions can be written sequentially as plex variable. The crucial step in successful execution of the
Wiener-Hopf technique depends on the factorization of a function,
ﬁ_‘P:o atx=0 —co<y<w which is analytic in a strip, into the product of two functions that
X are analytic in the overlapping half-planes. In this context, let
Je Q Q sy 1+ (B, cothy)/y
(7X+Bl(P B, 1+ B, B, e at x=1 y<O0 K(a)—KJr(a)K,(a)—m/ (13)

de where the functionK, («), K_(a) are analytic in the domains
“x FB29=0 atx=1 y>0 () D, andD_ respectively. Now the kernel functidfi(«), in con-
nection with Eq.(12), is to be decomposed ko, («) andK _(«)

Q Q sy in accordance with the Wiener-Hopf technique. This is accom-
p=|1+ B, B,° aty—— plished by rearranging Eq12) to obtain
=0 aty— -+ D, (1) i g+ 1 1 1
Ki(a) a—is\B, 1-\N/|K. (a) K,(is)

3.1 Fourier Transform. Fourier transformation of a partial
differential equation and of its associated boundary conditions i Q 1 1
generally results in a less complicated problem in the plane of the - B, T1on K_(a)— K.(is)
transformed variable. If the solution of this subsidiary problem
can easily be obtained and inverted, then the transform technique —-® _(a,)K_(a) (14)
is straightforward and supposed to be efficient. In the next step o . .
the analysis, Fourier transform is used to convert the partial dwfwere)\:leBl. In Eq. (14), each side characterizes the same

; ; : ; : : entire function”, through its representation in the upper and
forential equation(®a. (©))ic.an rdinary differential equaion. o, or haives of therplane. Sincab ., (a,1) andd> (1) tend to

zero at infinity in their half planes of analyticity, white, («) and

* iay K_(a) remain bounded, it follows that the entire function van-
e(x,y)edy  (8) jshes according to Liouville’s theorerfi8], p. 27. Therefore,
* equating both sides of the Ed14) to zero, ® . (a,1) and

a—is

(I)(a,x)=<l)+(a,x)+fb,(a,x)=f

with ®_(a,1) are determined as
D _(a,x)=[%0(x,y)edy, O (a) Q N 1 ){1 Ki(a)
. +\a,l)= - = — - A
D (a,x)=[Ge(x,y)eVdy. a=is|By 1M1 Ki(is) (15)
The parametetr used above is a complex quantity. The far-field _ [ Q 1 1
boundary conditions in Edq7) indicate thatp(x,y) is of the order P ()=~ a—is B_2+ 1—x 1- K _(a)K.(is)

exp(sy at y— —o, whereasp(Xx,y) is of the order exp(—9yat

y— +o. Thus, the function® . (a,Xx), ®_(a,x) are analytic in 3.3 Quench Front Temperature. Using the above expres-
the domainsD, andD_ respectively([8], p. 78. The domains sions of®_(«,1) and®_(«,1), quench front temperature may
D, andD_ are definedFig. 1(b))in the entire complex domain be obtained by inverting the Fourier transfofBy. (8)). Such an
as:D., :Im(a)>—s, D_ :Im(a)<+s. Applying the Fourier trans- attempt may become tedious because, in order to carry out the
form, Eq.(6) assumes the form Fourier inversion, it would be necessary to evaluate the residues
of the function®(«,1) in the complex domain. Alternatively, in

d?® ; T
20 — the present papél, has been calculated in a simplified approach
a7 ©=0 ©) [1] as follows.
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<I>+(a,1)=J e(ly)e'dy

0
i 1 (7de(1y) .,
—;@(1,0)—Gf0 oy © dy  (16)

In the limit a—, the second integral appearing in Ef6) van-

ishes since the quanti§e/dy is bounded1]. Then, by virtue of
Egs. (15)-(16) and invoking an assumption that, (a) ap-

proaches unity ag—~ (the assumption will be validated lajer
we obtain

. : Q 1 1
¢(1,0):J|Lnx[—laq)+(a,l)]: B_2 + m)[l— m
7)
The quench front temperature then becomes
Q 1 A
0p=1+Q/B,—¢(1,0= K. (is) B—2+ 1_)\}— —x (18)

B1=10.0
B2=0.001B1

10

Present Soln
———-Soln Yaol5]

IS EENE L1

10-2 10-t

QUENCH FRONT TEMPERATURE

R 1

10-3
HEAT FLUX, Q

Fig. 2 Quench front temperature for various heat flux and Pe-
clet number

Now the functionK, (is) may be expressed as an “infiniteEq. (23), the expression fof, reduces to exactly the same as that
product series” or as a “contour integral.” While the former leadsf Olek [2] which, in turn, substantiates the present solution.
to evaluation of the eigen values of a certain transcendental equa- .
tion, the latter leads to an integral expression which is seemingly3-4 Critical Heat Flux. - The quench front temperature at the
more convenient for numerical computation. On applying th@itical (dryout) heat flux has been deduced by specifysg0 in

Cauchy residue theorem within the strip, the functioK(r) can
be represented by the following contour integral.

INnK(a)=InK (a)+InK_(a)
1 InK(&) 1 J
C_

"7t o Ea % o

InK(¢)

—a dé (19)

where C, /C_ is an infinite contour lying inside the strip and

passing below/above the poiat(Fig. 1(b)). It may be noted that,
due to the asymptotic nature of K{«) function (the order of

Eq. (23). Thus K, (is) simplifies to

o 1 (w2 - /B,
K. (is)=ex ;fo In(B1/B,)dQ |= B, (24)

The quench front temperature at the critical heat flux is finally
determined as

P
° VBB, \B;+B;

(25)

In K(e) being 1k), the contribution of vertical sides of the contourThe heat fluxQ appearing in Eq(25) may be regarded as the

to the integral vanishes at Re— 0. Equation(19) can be suc-
cinctly written as
InK(¢)

1
InKt(a):iz_Trifc P

from which it follows thatK ..(a)=1 asa—», as assumed ear-
lier. In order to evaluate the functid, (is), the contouC, may
be shifted to the real axis to yield

1 [*=InK(&)

_f—x g_is

2mi
Further, as the functions K(£), ¢InK(£) exhibit even and odd
properties respectively, E(R21) thereby reduces to

s (*InK(§)

Ty E+8°

dé (20)

INK_(is)= d¢ (21)

InK_(is)

dé (22)

For computational purposes it is advantageous to transiotoy
&=stan(), to finally obtain the quench front temperature

1 [Q B B,
=i s |B, " Bl—BJ_ B, B, =
in which,
K (is)— 1 ﬂ’zl 1+ (B, coths secQ))/s sec) 40
+(is)=ex T o n 1+ (B, coths secQ))/s sec) :

critical heat fluxQg,;, which characterizes the maximum allow-
able heat input to a slab to inhibit the dryout of the coolant.

4 Results and Discussion

Numerical values of the quench front temperature are obtained
from the expressions in Eg&3) and(25), for a practical range of
model parameter®,, B,, Pe andQ. For this purpose, the integral
appearing in Eq(23) has been numerically calculated by Simp-
son’s 1/3 rule with 101 equally spaced base points. Experimental
investigations on quenchin@] reveal the existence of four dis-
tinct heat transfer regimes along the wall, the regimes being de-
marcated by the characteristic hot surface temperature. These four
zones are: forced convection of subcooled liquid, nucleate boiling,
wet and dry transition boiling and film boiling. Quench front is
observed to exist in the transition zone. The heat transfer coeffi-
cient in the transition zone is shown to be®2a® W/m?-K and
the vapor cooling heat transfer coefficient in the film boiling zone
is in the order of 1®W/m?-K. In the present analysis the values
of h; andh, are adopted from the experimental results of Barnea
et al.[9]. Hence the values di, are set equal to 1C¢h; and,
therefore,B,=10"3B;.

The variation of quench front temperature with heat flux and
Peclet number is shown in Fig2), for a fixed value of Biot
number. Herd), is found to increase with increase in Peclet num-
ber. With fixed material properties and dimensions, Peclet number
and Biot number represent the quench front velocity and the heat
transfer coefficient respectively. For prescribed values of heat flux
and Biot numberg, increases with increase in quench front ve-

It is of interest to examine the limiting solution of the abovdocity. This may be due to the fact that a higher relative velocity

equation for the case that has been investigated by (Rék

between the slab and the coolant allows less time for sufficient

namely, the rewetting of an infinite slab without any heating dreat transfer to take place, resulting in a higher valué,0fThe

precursory cooling. By assignin@=0, B,=0 andQ/B,=0 in

878 / Vol. 124, OCTOBER 2002
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cooling

an increasing slab thermal diffusivity tends to redéigevhereas results are in good agreement with thosgSihfor lower values of
the increasing slab thickness has the opposite effect. Further, fddiat and Peclet numbers while the deviation becomes more pro-
fixed Peclet numbem, increases with increase @. Apparently, nounced as Biot and Peclet numbers become large. In Ya¢'s
a higher heat flux causes more heat transfer to the slab and hemgalysis, the temperature distribution along the width of the slab
this would increasd, . was assumed to be quadratic and with this assumption, the solu-
The dependence of quench front temperature on Biot numidiam was obtained for a two-dimensional conduction model. Ap-
and dimensionless heat flux is shown in Fg), whered, de- parently, the solution may deviate at higher Biot and Peclet num-
creases with increase in Biot number for a given Pe @nd\ bers due to the above approximation. Finally, the model is reduced
higher Biot number results in a higher heat transfer coefficieif the conventional modefby settingQ=0, B,=0 and Q/B,
This enhanced heat transfer coefficient may cause to decfgase =0) and illustrated in Fig(5). As expectedf, increases with
The above trends are in obvious accord with the predictions badadrease in Peclet number and with decrease in Biot number.
on physical ground. In all case#, decreases as Biot number The Wiener-Hopf technique yields a solution for the quench
increases, reflecting the fact that a quench front progresses misggt temperaturéEq. (23)), which is more elegant and accurate
easily when the heat transfer to the coolant is increased. Orihan results obtained by other analytical methods. In particular,
similar ground, conversely, one would conclude that an increasiMgener-Hopf solution is superior to the one by separation of vari-
Q has the opposite effect on the quench front velocity. ables, since it overcomes the accuracy problems due to slow con-
The dependence of quench front temperature on Biot numbérgence of the series expansions that stem from discontinuity of
and dimensionless heat flux is shown in Fig), with Pe=0. The the surface heat flux at the quench frg2}. The technique makes
physical meaning of PeQ is that the quench front ceases to movése of decomposing a kernel function in the complex Fourier
when Q approaches its critical value. This is the case that th#ane so as to resolve the singularity arising out of discontinuous
surface can no longer be wetted. R Q,,i, the quench front boundary conditions at the quench front, as in the case of a rewet-
will reverse its direction and the wetted surface will be dried. Iting problem. The explicit formula for the quench front tempera-
this case, the slab will be heated by a heat flux that exceeds thee obtained in the present study is valid for all Biot and Peclet
maximum heat removal capacity by convection and boiling andumbers. However, the present model is limited to small Peclet
thus, dryout would occur. Further, the present solution has beewmbers with regard to heat pipes. This is due to the fact that, in
compared with those of YafB] in Fig. (2) and in Fig.(4). The the case of large Peclet numbers, a thermal boundary layer is
formed near the cooling surface of a heat pipe and this has not
been incorporated in the present model. Besides, large Biot num-
bers are usually associated with large Peclet numbers, unless the
internal heating is large. Since the internal heating effect is also
not considered in the model, the present analysis is limited to both
small Biot and Peclet numbers in case of heat pipes.

Present Soln

————— Soln Yaol5] B1=0.1
Pe=0.0
B2=0.001 B

10

5 Conclusion

An analytical solution for rewetting of an infinite slab with a
uniform heating has been obtained, employing the Wiener-Hopf
technique. In general, quench front temperature is found to in-
crease with increase in Peclet number and dimensionless heat flux,
and with decrease in Biot number. The boundary conditions in the
present formulation require liquid/vapor temperatures and liquid/
R i ' vapor heat transfer coefficients as input parameters, these limita-
N AL tions being inherent in a conduction-controlled rewetting model.

10-4 10-3 10-2 101 The arbitrariness of the choice of their values may be eliminated if
CRITICAL HEAT FLUX, Qeri a conjugate heat transfer model is considered, where the energy
equations of solid, liquid and vapor regions need to be solved
Fig. 4 Quench front temperature at the critical heat flux simultaneously.

T

0.1

QUENCH FRONT TEMPERATURE
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Nomenclature

rx->c0Om

-
D

<|<c d4~nOa
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Biot number

specific heat

heat transfer coefficient

thermal conductivity

length of the slab

Peclet number

heat flux

dimensionless heat flux

half of the Peclet number

time

temperature

quench front velocity

physical coordinates

coordinates in quasi-steady state
dimensionless coordinates in quasi-steady state

Alphabets

thickness of the slab

ratio of dryside to wetside Biot numbers
dimensionless temperature

density
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Subscripts

0 = quench front

1 = wet region

2 = dry region

s = saturation

w = initial wall condition
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A Natural Circulation Model

of the Closed Loop, Two-Phase

Thermosyphon for Electronics
S. 1. Haider COOHng

Yogendra K. Joshi

This study presents a model for the two-phase flow and heat transfer in the closed loop,

G. W. Woodruff School of Mechanical two-phase thermosyphon (CLTPT) involving co-current natural circulation. The focus is
Engineering, on CLTPTs for electronics cooling that exhibit complex two-phase flow patterns due to the
Georgia Institute of Technology, closed loop geometry and small tube size. The present model is based on mass, momen-
Atlanta, GA 30332 tum, and energy balances in the evaporator, rising tube, condenser, and the falling tube.

The homogeneous two-phase flow model is used to evaluate the friction pressure drop of
the two-phase flow imposed by the available gravitational head through the loop. The

Wataru Nakavama saturation temperature dictates both the heat source (chip) temperature and the con-
Therm Tech International, denser heat rejection capacity. Thermodynamic constraints are applied to model the satu-

920-7 Higashi Koiso, Oh-Iso Machi, ration temperature, which also depends upon the local heat transfer coefficient and the
Kanagawa 255-0004, Japan two-phase flow patterns inside the condenser. The boiling characteristics of the enhanced

structure are used to predict the chip temperature. The model is compared with experi-
mental data for dielectric working fluid PF-5060 and is in general agreement with the
observed trends. The degradation of condensation heat transfer coefficient due to dimin-
ished vapor convective effects, and the presence of subcooled liquid in the condenser are
expected to cause higher thermal resistance at low heat fluxes. The local condensation
heat transfer coefficient is a major area of uncertainfpOlI: 10.1115/1.1482404

Keywords: Cooling, Electronics, Heat Transfer, Thermosyphons, Two-Phase

Introduction A modeling methodology based on mass, momentum, and en-

gy balances is presented, which also utilizes thermodynamic

. e
¢ Wef re‘potrI: onl thed rlnodeltlng OL the ttl\qlvo-phase f'OT";Ta”.d he%{)nstraints in the four major components of the thermosyphon
ransfer in the closed loop, two-phase thermosypi@ PT) in- dIoop. The fluid absorbs heat by boiling inside the evaporator en-

vc_)lvmg co-current natu_ral circulation. Most of the avall_able MOC¢|osure. The resulting two-phase flow rises up from the evaporator
eling literature deals with two-phase thermosyphons with countgfi ;g a vertical tube, bends by 90 deg, and then undergoes
current circulation within a closed, vertical, wickless hea_t PiPEondensation by passing through a naturally cooled fin-tube heat
arrangement. A need was felt to develop a model for design agg-nanger. Depending upon the inlet vapor quality, flow rate, satu-
optimization of CLTPTs for microelectronics applications. Thesgytion and ambient temperatures, and the condenser inside/outside
devices allow not only large heat removal capability from discre{geat transfer characteristics, the flow may or may not completely
electronic devices, but also provide considerable flexibility in theondense within the available condenser length. If the condensa-
placement of the condenser and evaporator. tion is not complete by the condenser outlet, the falling tube will
Figure 1 shows a schematic diagram of the experimental sefgigperience a higher pressure drop due to two-phase flow and will
described by Yuan et dl1]to which the present model results argjield a smaller gravitational head due to vapor presence. As a
compared. Their CLTPT consists of four major components; thesult, the evaporator will receive both vapor and liquid, the entire
evaporator, the rising tube, the condenser, and the falling tubethfermosyphon would operate at a constant saturation temperature/
micro fabricated three-dimensional boiling enhancement structyseessure, and all heat transfer in the evaporator would be latent.
within the evaporator is attached to its bottom wall. The termSn the other hand, if the condensation is complete, it would be
“rising” and “falling” describe the general fluid flow direction followed by a subcooled liquid core toward the condenser outlet.
through the connecting tubes in a natural circulation thermosyhe presence of a subcooled liquid core in the condenser would
phon where condenser is placed at a higher elevation than theeriorate the condenser’s heat transfer performance, the con-
evaporator. Figure 1 shows four distinct thermodynamic statggnser outlet would be at a temperature less than the saturation
along the loop as S(evaporator outléf S2 (condenser inlet), S3 temperature, the falling tube would experience single-phase pres-
(condenser outlet), and Séevaporator inlet). To simplify the sure drop and would give rise to a maximum gravitational head at
analysis, the evaporator wall thickness is neglected. As a restiit¢ evaporator, and some of the heat addition in the evaporator
the square base of the enhanced boiling structure is in intimayeuld be sensible.
contact with the heat generating chip surface. This plane termed aé\fter rejecting heat in the condenser, the condensate then flows
the “wall,” is the reference plane with which the various elevavertically downward through the falling tube, bends by 90 deg,
tions of the thermosyphon are measured to reflect the respect@®dl enters the evaporator. As no heat losses are considered
gravitational heads. The desired range of the wall temperaturelfi§ough the connecting tubes, the vapor quality, void fraction, and

typically 80—95°C for microelectronics applications. temperature remain constant along the rising and falling tubes.
The difference between the gravitational heads of the liquid-rich

Contributed by the Heat Transfer Division for publication in tf@JBNAL OF falling tube and the vapor-rich rising tube causes the natural cir-

HEAT TRANSFER Manuscript received by the Heat Transfer Division August 2gCulation of the two-phase ﬂOV\_’ through the loop. The homoge-
2001; revision received April 4, 2002. Associate Editor: F. B. Cheung. neous two-phase flow model is used to evaluate the two-phase
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To reflux condenser from the initial ambient condition. In the following, we present a
brief overview of the GATPT modeling literature in order to relate
it to the saturation temperature modeling in the present CLTPT
geometry. Modeling saturation temperature in the present CLTPT
is very important because of the level of rise of the vapor pressure
in the operating heat flux range. The successful prediction of the
chip wall temperature is critically dependent on the saturation
temperature.

Harley and Faghii3] modeled a GATPT arrangement using the
mass, momentum, and energy balances, and solving them for the
well-separated, counter-current liquid and vapor flows due to a
¢ Nusselt type condensation on the wall. The maximum temperature

Condensate variation in their thermosyphon is gné C in the test range. They

modeled the saturation temperature as the falling condensate film
interface temperature that drives the conjugate heat transfer
J through the film and the wall. They solved the vapor momentum
balance and the velocity field by using a guessed pressure field.
Then, they used the Clasius-Clapeyron equation to find the new
saturation temperature corresponding to the new pressure, and ap-
plied the general gas law to find the new vapor density. The cou-
pling between the heat transfer and the flow geometry was used to
determine the correct saturation pressure and temperature fields on
the interface. In a similar analysis of Zuo and Gunnergéh
operating saturation temperature was specified and not modeled.
El-Genk and Sabdi5] studied the effect of initial filling ratio
nd vapor temperature on the design and operation of closed two-
hase thermosyphons of the inside diameter range 15—45 mm and
g'e evaporator length range 0.5—-2.0 m. They gave special empha-

Filling port Pressure

Plate-fin Condenser

Rising tube Falling tube

Enhanced

Boiling
Structure Variac
Fig. 1 Schematic of the experimental setup of the co-current,
closed loop, two-phase thermosyphon

friction pressure drop along the loop. An established natural co
vection correlation is used for the condenser air-side plate-fin
ometry. Nonetheless, the local in-tube condensation heat trans
coefficient is an area of uncertainty due to its lack of sensitivity i LS
the vapor convective effects, and the laminar to turbulent Re Ipces to the individual components of the thermosyphon. They
nolds number range encountered during condensation in tél
present set-up.

Saturation temperature that couples the evaporator and cﬁﬁ
denser is identified as a key variable, as it dictates both the heg]
source(chip) temperature and the condenser’s capacity to rej

' . ' function of heat input, but is rather treated as an independent
heat to the ambient. Thermodynamic constraints are reconcil P ) .
with the thermophysical balances in an attempt to model the s Sgrameter set for parametric study. Vincent and K@}simulated

tem saturation temperature, which strongly depends upon the pgn oil-cooled closed-loop thermosyphon using 375 kg water for a

1 to calculating the operating filling ratio by applying mass bal-

o calculated the axial distribution of the liquid film thickness
ng the condenser, evaporator, and adiabatic sections. A signifi-
nt effect on the thermosyphon performance was found due to
> pressure dependence of the latent heat of vaporization. How-
r, in their model the saturation temperature is not modeled as a

diction of the local condensation heat transfer coefficient and t %\Ae\r/g\;/yms nuds t;:%'ﬁ?gﬁ:hcgtlggléﬁggySftp(lj'%d n%fggg?\'/;)ﬁ%“i%ﬁﬁgf;g_

void fractions in the system components. To the best of OHE/namics of the thermosyphon. The saturation temperature was

knowledge, this is the first attempt to model the saturation terp- . . . )
4 f . ated as an independent parameter in their parametric study,
perature in a CLTPT as a function of heat transfer, fluid flow, al . - A o
“hough it varied from 90°C to 250°C.

thermodynamic characteristics of the system. The experiment ang and Ma7] modeled and conducted experiments on in-

observed boiling characteristi(_:s of the enhanced structure repor(tﬁ ed two-phase thermosyphons. They concluded that when the
?ngplé?Qtu?teal'[l] are used in the model to predict the WaIIquuid filling is larger than 10 percent, the liquid filling and vapor
) pressure will affect the condensation heat transfer in the thermo-
. syphon. They concluded the existence of an optimum angle of
Literature Survey inclination between 30-50 deg from the horizontal. They also
The available modeling literature on two-phase thermosyphonsported other investigations where an optimum angle of inclina-
is dedicated to the closed, gravity assisted, two-phase thermogyn was found between 10—-50 deg. An improved gravity-assisted
phons (GATPTs). They are vertical, wickless heat pipes whosgrainage could reduce the condenser thermal resistance, which is
lower and upper sections, separated by an adiabatic section, seéheedominant part in the present system, and result in a lower wall
as the evaporator and condenser, respectively. The working flyighip) temperature. Their work indirectly shows that different
absorbs heat in the evaporator section, and the vapor rises ugdguration temperatures can be realized for the same heat flux
the condenser section where it rejects heat to the ambient by citput and same initial fill ratio, depending upon the mode of heat
densing on the vertical pipe wall. The liquid then flows downwargtansfer realized in the condenser.
on the wall under the effect of gravity as a thin film whose thick-
ness is much smaller than the pipe diameter. The counter-currgnt
liquid and vapor streams are well separated. A survey of GATP%&?esent Two-Phase Thermosyphon Model
by EI-Genk and Sabef2] shows ethanol, acetone, R-11, and A rationally based thermosyphon model was developed by sat-
R-113 as working fluids of interest, wall heat fluxes of 0.99-52.68fying the mass, momentum, and energy balances, as well as the
kwi/m?, filling ratios of 0.01-0.62, inner diameters of 6—37 mmthermodynamic constraints. The model utilized the visual obser-
evaporator section height of 50—609.6 mm, and vapor temperatvegions made by Yuan et dl1] for the rising tube, falling tube,
of 261-352 K. and the evaporator. A steady-state thermosyphon operation is as-
The typical GATPT length scales are much larger than that sumed and a one-dimensional analysis is performed. The pressure
the present CLTPT arrangement. Because of their smaller sidegps in the rising and falling tubes are modeled using the homo-
loop geometry, and liquid film thickness of the order of the diangeneous two-phase flow model, which assumes equal liquid and
eter of the condenser tubing, CLTPTs also face more compleapor phase velocities. All two-phase flow parameters are cross-
two-phase flow patterns and higher pressure and temperature rsastion averaged, with vapor assumed to be an ideal gas in ther-
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Balancing the total loop pressure drop with the available head

N N
Hey-H, = _Z AP icion = Z AP sccteraion
=1 i=1

Overall
Balance
Satisfied ?

L.(q) Condenser mass aiu‘nid" e

P ol s
]:lmb ¢ q

Natural convection
| characteristics of the condenser

rise Jall

M+ Myy = Mot

Homogeneous liquid-vapor two-
phase flow model (Rising head)

PR Evaporator mass and ener

TR

Fig. 2 Mass, momentum, and energy balance iterations in the thermosyphon model

modynamic equilibrium with the liquid phase. The model neglectguality that would satisfy both iterations, i.e., the overall mass,
pressure drops in the evaporator and the condenser; as well asnieenentum and energy balance as well as the thermodynamic
heat losses from the rising and falling tubes. The neglected quaonstraints.

tities are believed to be of the order of magnitude of the uncer- .

tainties involved in predicting similar quantities in other parts of ©Overall Loop Pressure Balance. The general formulation of

the thermosyphon. The model assumes constant liquid/vapor tHe idealized one-dimensional steady-sate, two-phase flow pres-
mophysical properties with the exception of vapor density th3t"® dradient in an inclined tube can be found in Cdi@yas
varies with saturation temperature and pressure that are, in t Hl',OWS-

interdependent.

Figure 2 shows a summary of the present two-phase thermosy- _(
phon model. The figure reflects two distinct iterations coupled
through two key design parameters; the total two-phase mass flow
rate circulating through the loop and the vapor quality at the +li
evaporator outlet. The first iteration is based on the overall mo- Adz
mentum balance. This means that the sum of the friction and ] ) ]
acceleration pressure drops in the entire thermosyphon loop mli§€ above equation accounts for the conservation of mass with
be equal to the available gravitational pressure head—the driviRgssible phase change; individual momentum transports of both
force behind the natural circulation—which is the liquid-rich fallliquid and vapor phases during two-phase flow, as well as the
ing tube gravitational head minus the vapor-rich gravitationdhterfacial shear force balance. . _
head of the evaporator and the rising tube. The homogeneoué\ssuming an adiabatic flow through the rising and falling tubes
two-phase flow model was used to evaluate the two-phase frictigfith constant area of cross-section leads to a constant quality and
pressure drops in the system. The first iteration backs dotah @ constant void fraction. This eliminates the acceleration terms,
two-phase mass flow rate whose circulation through the lo@hd the following equation results:
would satisfy the overall pressure balance along the loop.

The second iteration decomposes tbel two-phase flow rate _ (@ _ (@
into thevaporandliquid parts by solving the individual mass and dz dz
energy balances on the evaporator and the condenser. This also
requires the knowledge of the air-side natural convection charddius, the overall pressure gradient in the rising and falling tubes
teristics of the condenser. The experimentally observed boiligya sum of the friction and gravitational pressure gradients. The
characteristics of the enhanced boiling structure are also builtfiiction pressure gradient term includes the combined effect of
the model that allows us to predict the wall temperature for lzoth liquid and vapor phases.
given saturation temperature. In the entirety, the model looks forLet H,,,, be the pumping headPa) available to the loop
the values of the total mass flow rate and the evaporator outtetough an external power source. In that cas$g,m, would act

dp|  p(dA dp .
el it =l Bl s fr+[(1—a)p|+apv]gsmﬂ

sz2A+ G?(1—-x)%A
poa p(l-a)

@

+[(1=a)p+ap,]gsing (2
fr
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opposite to the gravitational, frictional, and acceleration pressugeth f,, and f,, are evaluated using the following conventional

losses. Therefore, the following equation can be written: forms for laminar(Re<2,300)and turbulent flows, respectively.
N N N — 5 1.0
f=16.0Re ©
Hpump+2 Apfr"‘_z Apgr""E ApPae=0 3)
= =1 =1 f=0.079 Re %% (10)

whereN is the total number of distinct pressure drop componenige Reynolds numbers for the liquid-only and two-phase flows
in the closed loop. We are following a sign convention 3¢,  are defined as.

is positive; Apy, is always negativeApg, is positive in a falling

component and negative in a rising component; Apg..is posi- Gd,
tive if the flow decelerates and negative if the flow accelerates. Rgo=— 11)
The above equation is a formal way of expressing the fairly es- i
tablished methodology for modeling mass flow rate through the Gd,
closed loops, e.g., by Cammarata et[él} and Tengblad10]. Re,=— (12)
As the gravitational pressure change is positive for the falling M
tube and negative for the rising tube and the evaporator, Eq. 3 g8 used the following expression for the two-phase mean viscos-
be rewritten as: ity proposed by McAdams et gl11].
N N
1 x 1-x
Hpump+(HfaII_Hrise):_2 Apfr__z: APace 4) == —+— (13)
i=1 i=1 ) M

where bothH¢,, and H,;s. are themagnitudesof the falling and More details and references on the homogeneous flow model can
rising gravitational pressure heads that would act in tandem witle found in Collief{12].

any externally imposedt ,,m,. In the absence of any externally . . .
imposed heatH ymp, as is the case at present, the difference Modeling the System Saturation Temperature. A unique

between the falling and rising heads would be the sole driver gppect of the_ present model is its ability to pred_ict thf_—‘ saturati_on
the natural circulation through the two-phase thermosyphon. T perature in the CLTPT. Thermodynamic considerations are im-

exit pressure losses. The vapor density for PF-5060, a perflourocariBerfluoro-2-

Rising and Falling Tube Pressure Drops. During the ther- methylpentane, &, with a molecular weight 338.04, was com-
mosyphon operation, the rising tube experiences two-phase flpwted by using the general gas law. This helped estimate the total
while the falling tube is filled with two-phase flow or saturatedtharge, Mghage iN the system using the initial fill ratio at the
liquid returning back to the evaporator, depending upon wheth@mbient saturation condition. We used the following empirical

the condensation is complete. equation for the inter-conversion pf, and T, for PF-5060
Homogeneous Two-phase Flow ModeThe homogeneous b
two-phase flow model was used to analyze the flow characteristics l0g10o(Psad =8~ —=—552 75 = (14)
(Teat273.15—cC

in the rising and falling tubes. The model treats the two-phase as

a single phase with mean fluid properties that are functions of thgerea=4.04938 b=1108.035c=56.584 andp.,and T, are

corresponding liquid and vapor properties and the quality. Thig bar and degree C, respectively. The equation was found from

also means assuming equal liquid and vapor velocities, i.e., no SPST (CAS Registry Number 355-04)4and relates the PF-5060

(S=1). The flow through the rising and falling tubes is considexperimental data on saturation pressure and temperature within

ered adiabatic, so temperature, vapor quality, and void fractigfle range,~19.22 C to 177.96 C. It was preferred over the clas-

remain unchanged along the rising and falling tubes. sical Clasius-Clapeyron equation, as it accounts for the dependen-
Considering the two-phase flow as an equivalent single phasgs ofity andp; on saturation state.

flow, the frictional part of the overall pressure gradient in Eq. 2 is So far, we have no information on either the saturation tempera-

evaluated using the following conventional form: ture or pressure during the thermosyphon operation. We propose
dp 2f. G2 the heat balance_ cpupli_ng between th_e evaporator _and the con-

,(_) ) (5) denser as the missing link to the solution of saturation tempera-

dz/,  pdy ture. The balance, which would relate the saturation temperature

. . - with the heat flux, is implicit in the present model. Summairily,
wherefy, is the effective two-phase friction factor, and the mea jeratively solved to the value that would be low enough to

two-phase density is defined as a function of liquid and vapghsorp the heat input in the evaporator and high enough to reject

densities, and vapor quality) as follows: the same in the condenser, for the imposed flow circulation. In
1 x 1-x addition to the condenser heat transfer characteristics, the predic-

—_—— (6) tion of T, also requires the knowledge of the condenser void

P P P fraction as a function of the initial system filling ratio, and the

The mass velocitys (kg/n?/s) is given by: operating void fractions of the rising tube, falling tube, and the
evaporator. This way the mass balance gives an estimate of the

Mo M+ r'nv amount of liquid in the condenser that has to match with the liquid

AT A (7)  film distribution dictated by the condensation characteristics along

the condenser wall. Thus, for a given initial charge in the thermo-
The hypothetical single-phase pressure gradient considering #y®hon,mg,qe the following overall mass balance needs to be
entire two-phase flow at the liquid density, is evaluated for benchatisfied in terms of the component volumes and their predicted

marking purposes, as follows: operating void fractions.
dp|  2f,,G? 4
B (E) B pdy ®) Mcharge™ 2 [p(1—ai)+p,ai]V; (15)
lo i=1
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The evaporator and condenser void fractions are dictated by the \/T

heat flux input and the respective condenser heat transfer charac- hi(x)=h;g\/1+ ——1)x (21)
teristics. The above equation implicitly reconciles the heat transfer Pu

rates and the void fractions in a way that leads to the saturatiE]n_ . .

temperature. Intuitively the saturation temperature should be él;]g the aboven;(x) equation gave the following closed form
function of the condenser heat transfer characteristics, besides JRition of Eq. 16 for the local vapor qualit) along the con-
system initial filling ratio, and the heat flux. This was corroborate@€NSer 1engthiz) applicable within the condensation regiox (
by blowing a fan over the condenser, and noting that the saturati%ﬁ‘sx&o)'
temperature dropped by about 5°C around 40 \W/evall heat

flux.

L}

ol
Py

Az=B(X;;—x)+C
Tube Length Required for Complete Condensation. As the
in-tube condensation heat transfer coefficibr{tx) varies along
the condenser length due its dependence on vapor quality, a g&ﬁere
ferential analysis was performed to determine the variation of va-
por quality (x) along the condenser lengtl). The analysis was T (T Tamp)
based on a condensing vapor-liquid mass balance causing a A= 13t “amb
change in qualitydx) along a differential tubing element of length Myod £g
dz; and the rejection of the associated latent heat from the con-
densing fluid to the ambient air through the wall of the element D,
under the tube inside and outside heat transfer characteristics. The In( ) 1
resulting formulation is as follows. B= + (24)

- dx TF(Tsar Tamp
Myl gl 72| = D (16)
o

dz

1 |n<5) 1 € PI
sl o 2]
hi(x)D; 2k nhoDo,eﬂ

The rectangular plate fin array attached to the condenser tubiaguation 22 gives the following condenser tubing length required
to enhance the natural convection heat transfer constitutes pardtlcomplete condensatiorx€0).
vertical channels that are open to the ambient air from all sides.

We used a semi-empirical model from Bar-Cohen and Rohsenow Bx.; C
[13] for the air-side free convection heat transfer coefficient Lee=— txl V1t

. . A A
within the channels. As no more than a few degrees of subcooling
is anticipated, a constaii, is justified for the entire condenser

(23)

(25)

%—1)xm— 1) (26)

The flow at the condenser outlet may be two-phase, saturated, or

tubing. . . .
. . . subcooled depending upon whether the available condenser tubing
The effective outside diamet&, .4 accounts for the effect of ngthL, is less than, equal to, or greater thag,, respectively.

the outside surface geometry in terms of the tube outside diameIFer

D,, the rectangular fin heighH), width (W), spacing(S), and Condenser Outlet Thermodynamic State. Assuming that no

thickness(t), as follows. heat is rejected and no phase change occurs in the rising and
falling tubes, the evaporator outlet thermodynamic state is ex-
pected to be the same as the one at the condenser (et
=Teco: Xei=Xco) and vice versadTe=T¢ o Xei=Xco). FOr

(17) steady-state thermosyphon operation, the above assumption also

We used the following correlation from Ananiev et E14] for establishes equalities in the latent and sensible heat transfer in the

local in-tube condensation heat transfer coefficient, as required yPorator and the condenser, be ja=de,iat 8nd qc ser= e, sen-

v

2HW—2

D2| 4+ 7DS+2t(W+H)

Poet™7(570)

Eq. 16 However, there are two possible scenarios for applying the overall
condenser heat balance depending upon whether the condensation
P is complete or not. First, we compute the condenser length re-
hi(X)=hjg \ | —— (18) quired for complete condensatitn using Eq. 26. IflL. is less
p(X) than the available condenser tubing length the remaining con-

- - . denser length is filled with subcooled liquid. On the other hand, if
where the liquid-only heat transfer coefficieny, is computed | _“yms out to be larger thah,, the entire condenser is filled
from the typical single-phase heat transfer correlations assumipgh, two-phase flow. ¢

the entire two-phase flow to be liquid. The same liquid-only heat
transfer coefficient would also be applicable to the subcooled re-Complete Condensation.In this scenario, the available con-

gion, if it existed. For turbulent flow, we use. denser tubing length is sufficient for complete condensation, and
h the condenser outlet vapor quality is zerq ¢=0). Here, first,
1o, turdh _ 8043 the latent heat added in the evaporator is rejected in the conden-
0.021 R&®P (19) i - .
k, sation length of the condenser tubing at a constant saturation tem-

erature while vapor quality decreases. Once the condensation

For laminar flow with a constant heat flux boundary condition, WErocess is complete, the sensible heat added in the evaporator is

use. rejected in the remaining length of the condenser tubing, which is
Rio 1amdh filled with sub-cooled liquid. The condenser outlet temperature
'kl =4.36 (20) and the amount of sensible heat rejected by the condenser are

dictated by a balance between the heat transfer characteristics of
Using Eq. 6 for the homogeneous flow mean two-phase densitye subcooled section and the subcooled liquid’s capacity to reject
the local condensation heat transfer coefficient from Ananiédeat, as follows.
et al.[14] is rewritten as a function of the local vapor quality, as The sensible heat s, rejected by the sub-cooled liquid sec-
follows. tion of lengthL,, to the ambient air is as follows
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7L gutF su LM T D) Integrating the above expression from the maximum vapor quality

Uc,ser™ (27)  x.; at the condenser inlet through the minimum vapor quaiity
|n<_°) generally occurring at the condenser outlet, we get the following
1 D; 1 formulation of the total vapor core volume in the condenser.
hoD; 2k 77hsupro,eff P
where the counter-flow log-mean-temperature difference for the D2 B(_> (Xe,i—Xe,0) 1
subcooled section is defined in terms of the condenser inlet, outley Cond:_' v 1—
and ambient temperatures as follows. . 4A P P
(T -T b)*(T T b) p__l p__l (Xc,i_xc,o)
LMTDsubpf: il am — ¢,0 am (28) v v
in| Jei~ Tamo p P
Teo— Tam 1+ p__l Xe.i C p_
v v
Therefore, the following specific heat balance also has to hold. XIn o + o
: 1+ ——1|x —1
Qe sen— mtotcp,I(Tc,i - Tc,o) (29) Py ) c,o) ( Py )
Thus, the amount of sensible heat addition in the evaporator is
dictated by the degree of subcooling attained in the condenser. p p
I I
Incomplete Condensation.Here, the available condenser tub- X ( \/1+ _1)Xc,i \/1+ _1)Xc,o)
ing length is not sufficient for all the vapor to condense, and the Po Po
condenser outlet is two-phase that also suggests a constant tem-
perature throughout the condensér, (=T, ;). Thus, no sub- 1 1
cooled liquid core exists and no sensible heat rejection is involved -
here; and the entire thermosyphon operates at a constant satura- \/ P \/ P
tion temperature/pressure. The condenser outlet vapor quality 1+ p__l Xc,0 1+ p__l Xe,i

can be obtained by solving Eq. 22 for the known total condenser
lengthL, as follows.

(35)
AL.=B(Xg;—X.o)+C 1+ ﬂ—l)x i As the above formulation is developed in terms of inlet and
¢ e reo Py o outlet vapor qualities, it is also valid for the case of complete

condensation with minimum vapor quality, ,(=0) occurring
(30) before the condenser outlet.

-\ 1+(ﬂfl)xcvo
P Evaporator Mass and Energy Balances. The following

Condenser Vapor Volume. The model assumes an annulamass balance was applied at the evaporator inlet and outlet.
two-phase flow all along the condensation length. A liquid film of
mean thicknes® growing on the tube wall surrounds the vapor
core that diminishes in size due to condensation. The peripheTdle overall evaporator heat transfer was, in general, assumed to
variation in the liquid film thickness due to gravity is considerethe divided into latent and sensible parts.
insignificant for volumetric calculations. The local void fraction,

Miot=My, i =My ;=m, o+ M, (36)

«a, at a general locationis defined in terms of the local mean film de=Ge,tart Ge,sen (37
thicknessé= 6(z) and the condenser tube inside diamd¢r as In case of a complete condensation in the condenser, sensible
follows: heat must be added in the evaporator to compensate for the sen-
(D;—26)? sible heat rejection from the condenser subcooled liquid core
I

(31) (de,ser= e, ser” 0). On the other hand, if the condensation is not
Di2 complete, there would be no sensible heat rejection from the con-
denser or addition in the evaporatQue(ei=dc ser=0). In the
@vaporator, the sensible heat is added first to the subcooled liquid
returning from the condenser to bring its temperature up to the
T saturation level. Once the saturation temperature is reached, fur-
dVv,=7 Dfadz (32) ther heat addition to the fluid is latent and increases its vapor
quality through boiling on the enhanced surface.
Using the following expression for local homogeneous flow void The following latent heat balance also needs to be satisfied in

a=

Using this expression, a differential vapor volume along the co
densation length turns out to be

fraction the evaporator.
(ﬂ) X Oe,lat™ r.ntoti fg(xe,o_ Xe,i) (38)
a= Pl (33) Evaporator Gravitational Pressure Drop. In the absence of
1 P 1 a reliable model to predict the two-phase friction and acceleration
+ _U_ X pressure drops through the cubic evaporator enclosure, we only

) . considered the gravitational pressure change in the evaporator.
along with thez=z(x) formulation in Eq. 22, Eq. 32 can be Fqllowing Tengblad 10], we assumed the evaporation rate to be

rewritten as: uniform all along the evaporator. So, the well-mixed vapor quality
increases linearly along the evaporator heightas follows.
Pi Pi pi
T I N s 4
v i Py Py Py X:Xi"l‘ ZH | z (39)

dx  4A 82
1+(ﬂ—1)x 2| 1+ ﬂ—1)x
Py Py

whereAH is the change in the elevatidgravitational level from
the inlet to the outlet of the evaporator.
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Using the above idealization with the homogeneous flow me@arametric Study
density given by Eq. 6, the gravitational pressure drop in the

evaporator turns out to be, as follows. An interesting feature of the present model is its highly coupled

nature, which has created a very iterative computational environ-

AH__ ment. For example, to perform the mass and energy balances on
Apgr=—d pdz the evaporator, one needs to know whether the condensation is
© complete or not and whether subcooled liquid or a two-phase flow
P should be expected at the evaporator inlet. Conversely, the same
L aAH 1+ —— 1)xo) balances on the condenser require the knowledge of heat addition
= P9 In P (40) in the evaporator. Besides, the evaporator and condenser balances
ﬂ—l ~x) 1+ ﬂ—l require the mass flow rate that is not known until the pressure
Py (Xo=Xi Py Xi balances are applied, which in turn require the vapor qualities that

o i are not known until the evaporator/condenser mass and energy
Even though the above expression is apparently derived for g3 ces have been applied. We used the commercially available

evaporator, it is equally applicable to the other thermosyphQware Engineering Equation SolvéEES) [15] to solve this
parts such as the rising and faIIirjg. tubes. In case of ypward ﬂ%stem of coupled non-linear equations.
through the evaporator or the rising tuhkH is positive that e yodel predictions are compared with experimental data for
results in a negativépy, or a drop in the gravitational Pressurejie|eyric working fluid PF-5060. As shown in Fig. 1, the rectan-
head._ Forhthe _doyf\(nward ﬂq\.N through the f_allmg tulei is gular loop in the present experimental setup lies in a vertical plane
nega_tlveé atssggn_lﬂl]eé a ggSflU\LFpngOhr arsein pressu_:je].( " with the exception of the horizontal condenser, which is oriented
the zl\?egrallq\'/oi d \?r,:actio?l. of th?ar e?/(;%org{?)??:rrf:éjeslgglas raclioyerpendicular to the vertical plane. The two-tube-pass condenser
has 75 cm long aluminum tubing, and is naturally cooled by am-
P bient air using an array of aluminum plate fins attached to its 8.5
1 X — mm outside-diameter tubing. The 0.16 mm thick rectangular fins
o f 1— are 60 mm high and 27 mm wide with 4.34 mm spacing. An
(ﬂ71>(x —x) overall fin efficiency(#) of 0.70, and a correction factdF) of
o A 0.90 are used for the present computations. The thermosyphon
data were taken by boiling the working fluid PF-5060 over a cubic
P enhanced structure confined inside an & @vaporator. A 3.125
0 mm inside diameter transparent tygon tubing is used as flexible
T (41) rising and falling tubes that connect the plexiglass evaporator to
(1+(—— 1) xi) the 6.9 mm inside diameter condenser tubing. More details on the
v experimental procedure, or the magnified geometry of the con-
denser, evaporator and the micro-fabricated enhanced boiling

XIn

Evaporator Enhanced Boiling Surface Characteristics.

Experiments by Yuan et dl1] were conducted with the dielectric structure can be obtalngd from Yuan et(al]. . .
fluid PF-5060. The following relation between the wall heat flux The condenser elevation and the separation between the rising

(W/cn) and the wall superheak) was found by curve-fitting and falling tubes are adjustable. The tested condenser elevation is
: - PR : 30 cm above the chip surface. For a 308D cm arrangement,
0,
their observed boiling data for 50% initial fill height. the total thermosyphon fluid volume is 44.41 rThe volume
Ow=1.2263T,,— Tsu %78 (42) distribution among the evaporator, the rising tube, the condenser,
and the falling tube is 16.4 percent, 10.1 percent, 63.1 percent,

. - 10.3 percent, respectively. For a 50 percent initial fill height at an
the wall superheat and a maximum spread-df5 W/cnf in the 5 e temperature of 23.4 C, the total initial liquid and vapor

wall heat flux, due to the uncertainty in the experimental data. T lumes are 11.86 cirand 32.55 cn) respectively. A O percent
ﬁbove equation obtal(r;ed with the highly conf_lneldbb_cla_lllng €Mhitial fill height means that the evaporator is completely filled but
ancement structure does not represent a typical bolling curyge e ig ng liquid in the rising tube; while a 100 percent fill height

and rather suggests a roughly constant evaporator heat ranyi@r, 't the rising tube is completely filled up to the end of the

coefficient not very sensitive to the wall superheat. We expect deg bend but there is no liquid in the horizontal section of the

reasons for this unconventional trend. First, as opposed to g, " he The 23.4 C ambient temperature corresponds to a
typical pool boiling curve, every data point corresponds o a dif uration pressure of 0.2783.0° Pa compared to an atmospheric

ferent system pressure. Secondly, the above equation may . . ;
reflect any suppression caused by the convective effects of fESsure of 1.0132610° Pa. Using a constant liquid densify;

condensate returning to the evaporator. It appears that the dynamit680 kg/mi with the computed vapor densiy, =3.71 kg/n?,
situation in the evaporator is more similar to flow boiling thathe liquid and vapor masses are 19G® *kg and 0.12
pool boiling. As the equation is based on actual data, it implicitly< 10~ 2 kg, respectively. Thus, the total fluid mass in the system is
accounts for the pressure variation and any boiling suppress®.05x10 3kg. The following figures show various predictions
involved. by the present model over the tested heat flux range of 5.9-40.2
The wall heat flux,g,,, and the wall temperaturd,, , in the Wi/cn?. They demonstrate the capabilities of the model, and pro-
above empirical equation are based on the projected base aresi@dé the estimate of the quantities of interest.
the cubic enhanced structure. In the present study this also simuFigure 3 shows that the variation of available gravitational head
lates the footprint area of the heat dissipating chip to which theetween 2272 Pa to 3452 Pa, and the total mass flow rate between
enhanced boiling structure would be attached. Using this area, thex10 2 kg/s to 3.2x10 3 kg/s it is able to impose through the
overall heat transfer input to the evaporatQ,(W), could be |oop. Figure 4 shows the predicted condenser inlet/outlet vapor
evaluated. In the present model, Eq. 42 is used to predict the w@llalities, and shows an almost complete condensation throughout
temperature for the input heat flux and the comptitggl Finally, the test range. As expected, as heat flux increases, the evaporator
for the given ambient temperaturg,,,, the overall thermal re- outlet vapor quality increases. Whether the condensation is com-
sistance of the thermosyphon is evaluated as. plete would strongly depend upon the condensation correlation
and the void fraction model used. A less than 1.0 evaporator outlet

The above fit corresponds to a maximum spread-8f5 C in

tot:m’ (43) vapor quality, as suggested by Fig. 4, is in accordance with our
Quw visual observations. We were able to make the visual observation
Journal of Heat Transfer OCTOBER 2002, Vol. 124 / 887
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Fig. 6 Condenser and evaporator overall void fractions
Fig. 3 Available gravitational pressure head and loop mass
flow rate

the possible sensible heat transfer through the sub-cooled liquid
region, as its impact on the prediction of condenser void fraction
as the plexiglass evaporator and the connecting tygon tubings a#gild far outweigh its numerical significance relative to the latent
transparent. We did experimentally observe a liquid-vapor twemart,
phase plug/slug flow leaving the evaporator and rising through therigure 6 shows a void fraction variation of 4.0 percent in the
vertical tygon tubing to the condenser throughout the test rangsaporator and 2.3 percent in the condenser over the entire heat
We were able to clearly see significant liquid fraction being pulleflux range tested. As a related observation from the model, the
into the vertical tygon tubing throughout the heat flux test range gferall void fraction of the system does not change significantly.
practical interest. Because of the dynamic boiling activity on th&t 23.4 C ambient temperature, the initial void fraction of the
micro-fabricated cubic boiling structure inside the evaporator, thgstem was 73.29 percent while at 55.2 C saturation temperature,
generated vapor drags some of the saturated liquid inside th@ecame 73.62 percent. Thus, about 0.45 percent of the initial
evaporator into the vertical tygon tubing. So, the re-circulatonjquid volume was evaporated to increase the vapor density by
two-phase flow involves some liquid that is neither evaporated ngifree folds to 11.25 kg/fn The corresponding change of 0.33
condensed. Thus, our flow visualizations are consistent with thercent in the system void fraction is negligible, with the possi-
predicted evaporator outlet quality to be significantly less thaility that individual void fractions may vary rather significantly
unity that still corresponds to significantly high void fraction dugn the evaporator, condenser, and rising and falling tubes.
to the liquid-vapor density difference. As shown in Fig. 6, the model predicts an asymptotic plateau-
Figure 5 shows that all heat transfer is latent throughout theg of the condenser and evaporator overall void fractions starting
tested range, which again implies that condensation is either jagbund 25—-30 W/ck As Figs. 4 and 5 have shown an almost
completed or is incomplete at the condenser outlet. On the cafbmplete condensation at the condenser outlet throughout the test
trary, if the applied condenser were long enough to condense @hge, the falling tube is filled with liquid phase returning to the
generated vapor before the condenser outlet, the condensed ligiiglporator with very little vapor. For an almost constant liquid
would be subcooled by the time it would reach the condensgslume in the system, the overall void fraction of the rising tube
outlet and the evaporator inlet. Then, a part of the heat conductgguld also start plateauing around 25-30 Wicithus, the over-
through the enhanced boiling structure would be used to sensiBly void fraction of each of the four thermosyphon components
heat the returning subcooled liquid up to the saturation tempekecomes constant above 25—-30 W/dmeat flux. Further rise of
ture corresponding to the evaporator pressure. We accounted daiuration temperature and pressure, caused by increasing heat
flux, would compress additional vapor in the same vapor volume
in the rising tube, which explains the drop of available gravita-

5050 tional pressure head as shown in Fig. 3. However, an increased
mass flow rate with higher vapor quality is predicted to remove
Z 015 the increasing heat flux, and is sustained by a rather declining
s x2 available pressure head due to the non-linear dependence of the
S 0.10 - - -x3 . . .
5 S pressure drop on vapor quality and void fraction that are on the
S 0.05 | rise, as suggested by Eq. 5 through 13 of the homogeneous two-

phase flow model.

Figure 7 shows various predicted Reynolds numbers. It can be
seen that thdiquid-only Reynolds numbers for the 3.175 mm dia
rising and falling tubes, and the 6.9 mm dia. condenser tube are
within the laminar range, and are fairly insensitive to the heat flux.
However, the Reynolds number of the vapor core is turbulent over

0.00 y pannee-sT
0 10 20 30 40 50

Wall heat flux, q (W/cm?)

Fig. 4 Condenser inlet and outlet vapor qualities
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40 |
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Fig. 5 Latent and sensible contributions to the heat flux Fig. 7 Two-phase flow Reynolds numbers
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percent in the condenser over the entire heat flux range tested,
compared to a corresponding 0.33 percent change in the overall
system void fraction.

Currently, there are two major uncertainties in the model. The
first uncertainty is inducted by using a conventional condensation
heat transfer correlation developed for large tubes. With an almost
constant evaporator heat transfer coefficient, the observed trends
in the total thermal resistance are caused by the condensation
thermal resistance. At low heat flux, the condensation heat transfer
coefficient is expected to be poor due to small vapor flow rates. As
heat flux increases, so does the vapor flow rate in the core, which
should drive the condensation heat transfer coefficient up. The
currently used Ananiev correlation does not account for an order
of magnitude variation in the convective effects in the vapor core
inside the condenser. More realistic predictions are expected once
better condensation correlations are used that are sensitive to the

the tested heat flux range, and varies by a factor of eight over t@POr convective effects. Thus, a deteriorating condenser heat
tested heat flux range of 5.9—40.2 Wkriihe finding suggests a transfer coefficient can explain higher thermal resistances ob-
turbulent vapor core in the middle surrounded by a laminar liqugerved at lower heat fluxes. The second uncertainty stems from
film on the condenser wall. This suggests a need to assess the ¥§i89 @ homogeneous flow assumption of equehnliquid and

of the turbulent vapor convective effects, as well as the no-siytPor velocities inside the condenser, i.e., slip fa8erl. Thisis
condition between theneanliquid and vapor velocities in the clearly not the case for the condenser, where the vapor velocity
condenser. Contrary to the currently used homogeneous flow §8uld considerably change over the tested heat flux range due to

(Deg C)

—e— Observed
—— Predicted

Saturation temperature, T,

20 30 40 50

Wall heat flux, q (W/cm?)

Fig. 8 A comparison between the predicted and observed
saturation temperatures

sumption, the mean liquid and vapor velocities may be differefit€ well-separated annular flow. The introduction of a slip factor is
due to separated flow in the condenser, especially, at high hBatnd to affect the void fraction prediction throughout the ther-
fluxes. Sudden expansion at the condenser inlet could change fHesyphon.

void fraction without changing the quality.

It is concluded that with all basic features of the model success-

Figure 8 compares the observed and predicted saturation tély identified, the key lies in using the two-phase heat transfer
peratures. It is believed that the discrepancy in the predicted a#@{relation developed for small diameter horizontal tubes and
measured saturation temperatures is caused by a combined effaéiglated with fluids similar to PF-5060, such as R-113.

of the uncertainties in the condensation heat transfer and the indi-
vidual void fractions. The saturation temperature was measured by

using thermocouples inside the liquid pool of the evaporator. It Jﬁcknowledgment

worth emphasizing that the present model did not introduce any.
empirical constant. An underprediction ©f,; at low heat fluxes
and an over prediction at high heat fluxes suggests that we may"f)Fe
using a higher condensation heat transfer coefficient at low hedt
flux and a lower heat transfer coefficient at higher heat flux.
may be due to the fact that Ananiev correlation does not account
for the factor of eight variation in the vapor core Reynolds num-

The present research is sponsored through the DARPA
RETIC Program under contract N00164-99-C-0039, managed
Dr. Dan Radack and Dr. Elias Towe. This work was done when
e authors were at the University of Maryland, College Park.

ber. The use of liquid-only Reynolds number in annular two-phas¢omenclature

flow tends to hide the convective effects of the vapor core by
lumping the laminar liquid and turbulent vapor flow rates together. “p
This also shows the importance of correctly predicating the local “h
condensation heat transfer coefficient, which is recognized as a D
major area of uncertainty in the present model. It is quite possible Do
that for the present thermosyphon setup, the condensation heat
transfer coefficient may not follow the large tube condensation
correlations due to the laminar condenser operation and surface

Cc

tension effects. The possibility of existence of subcooled liquid 9
film within the condensation length, i.e., in the laminar liquid G
layer beneath the saturated liquid-vapor interface, cannot be ruled h
out. This way subcooled liquid could still exist even though there ho
may not be a 100 percent liquid filled subcooled core right before H
the condenser outlet. Itg
k

. L
Conclusions m

The present paper proposes an analytical approach to modeling m
the closed loop two-phase thermosyph@LTPT) performance. LMTD
The model identifies the fundamental elements, and has a closure p
in the form of the prediction of the system saturation temperature. Pr
The model is compared with experimental data for dielectric g
working fluid PF-5060 and is in general agreement with the ob- Q
served trends. The simulation results for the given experimental R
setup and the test range suggest an annular two-phase flow with aRe
turbulent vapor core in the middle surrounded by a laminar liquid T
film on the condenser wall. The results predict all heat transfer in Vv
the condenser and evaporator to be latent. Simulations show a x
void fraction variation of 4.0 percent in the evaporator and 2.3 z
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specific heat, J/kg/K

hydraulic diameterm

Tube-inside diametem

Tube-outside diametem

friction factor

heat exchanger correction factor for the cross flow
effect

acceleration due to gravity, ni/s

two-phase flow mass velocity, kgffa

Condenser inside heat transfer coefficient, Wkn
Condenser outside heat transfer coefficient, fm
magnitude of the gravitational pressure head, Pa
latent heat of vaporization, J/kg

thermal conductivity, W/m/K

tube lengthm

coolant mass, kg

mass flow rate, kg/s

log-mean temperature differende,

pressure, Pa

Prandtl number

heat flux, W/cm

total heat inputW

thermal resistance, K/W

Reynolds number

temperature, degree C

volume, n?

two-phase flow vapor quality

general location along the condenser tubimg,
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Greek Letters

T E I R
Il

p =
Subscript

acc =
amb =
C =
cc =
cf =
e =
fall =
fr =
gr =
| =

| =
lat =
lo =
o =
rise =
sat =
sen =
sub =
tot =
tp =

void fraction

local condensate liquid film thickness,
condenser fin efficiency

viscosity, kg/m/s

tube inclination with the horizontal, radian
density, kg/m

acceleration
ambient
condenser
complete condensation
counter flow
evaporator
falling tube
frictional
gravitational
inlet

liquid

latent
liquid-only
outlet

rising tube
saturation
sensible
subcooling
total
two-phase
vapor

= wall, i.e, chip surface
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Heat Transfer Characteristics
of Melting Ice Spheres Under
Forced and Mixed Convection

Y. L. Hao
An experimental investigation is conducted to characterize melting and heat transfer
Y.-X. Tao during convective melting of an ice sphere in horizontally flowing water. The shape
e-mail: ytao@eng.fiu.edu changes of melting ice spheres with time at different velocities and supply temperatures of
water and at different initial ice temperatures are recorded using a digital video cam-
Department of Mechanical Engineering, corder. From the recorded images, the time variations of local melting rate, local heat
Florida International University, transfer coefficient and local Nusselt number at various angular positions are obtained.
Miami, FL 33199 The effects of water temperature and velocity on these local parameters are analyzed and
the total melting rate and average heat transfer coefficient are determined. Guided by a
shape factor characterizing the particle shape variation, an empirical correlation for
average Nusselt number in convective melting of a solid particle is obtained. The experi-
mental results provide important particle-level information needed to improve the accu-
racy of numerical models for convective melting of a single particle or packed particles.
[DOI: 10.1115/1.1494090

Keywords: Heat Transfer, Melting, Mixed Convection

1 Introduction The previous studies mentioned above focus mainly on either

Melting of ice or solid bodies occurs in many important engighe melting process of a sphere in a pool of liquid or heat transfer

- . S . between fluid and sphere in a flowing liquid. To our knowledge,
neering and environmental applications such as material proc

ing, space applications and water resource and energy converg| F'qre has been no complete study on the full melting process of a
' ) > - ] ere in a flowing liquid, especially where the shape of the solid
and conservation. Tkachejl] examined the melting of ice 8 g 1qud, esp y P

. . . . changes considerably from that of a sphere. In order to fill this
spheres as well as vertical and horizontal cylinders using pho 9 Y P

- . . . E’ép, Hao and Tapl2] presented the visualization and qualitative
graphic techniques. Merk2] obtained a boundary layer solutionga\vsis of convective melting process of ice spheres and ice cyl-

and predicted a minimum Nusselt number of the melting of iG8qarq and examined the influence of water velocity. They further
spheres using the von Karman-Pohlhausen integral methogdy,teq more detailed flow visualization based on the particle
Schenk and Schenkell8] observed the region of dual flow aroundiy, e velocimetry(PIV) technique(Hao and Tad13]). In their

an ice sphere produced by freezing a 3-mm-thick ice layer Om(Eﬁ‘de, the distributions of velocity, streamline, and vorticity
hollow copper sphere of diameter 3.2 cm, and determined 1§, |ng the ice sphere are obtained for different upstream veloci-
subsequent melting rate from pictures obtained during freégas and temperatures. The focus is on flow characteristics around
convection melting in water. The results provided an equation fgyq melting ice sphere and effects of velocity and temperature.
the Nusselt number in terms of the Grashof and Prandtl numbefg,q yisualization of the melting of a dyed ice sphere is also con-
Vanier and Tien[4] conducted experiments on free-convectiogy,cted to qualitatively investigate the motion of the melt and the
melting of a submerged ice sphere in water, focusing on boundagyying with mainstream. These results are very helpful in under-
layer motion existing at 4°C. Accelerated melting in the bottongianding the interaction between fluid and melting solid particles,
region of the sphere was due to heavy circulation in the wake ghq |ay a foundation for this paper to examine the melting and

the boundary layer flow. This resulted in the formation of a scajeat transfer characteristics of ice particles in flowing water.
lop at the bottom. Eskanddib] and Eskandari et al6] reported

on a series of experiments to study forced convection heat transéer Experimental Setup and Procedure
from a flowing stream of water over an ice sphere, and developed

two relationships to describe the process. Ansel#i@] per- The experiments are performed in a horizontal, open channel
formed an extensive theoretical and numerical analysis of theade of Plexiglas. The experimental setup, similar to the one
melting of a solid sphere partially or fully submerged in a pool dpresented in Hao and Tdd3], as shown in Fig. 1, consists of a

its own melt. Anselmo accounted for variation in heat transfélosed and forced water circulation loop and a temperature control
coefficient due to change in sphere diameter and flow conditiofirculation loop. AMARCH TE-7R-MD pump moves water from
Mukherjee et al[9] conducted a visualization study on melting ofthe reservoir and discharges it into the head tank, from which the
an ice Sphere in a pool of water using dyed ice. Aziz e[m] water flows into the Channel. Water flows downstream .|n the chan-
used the weighing method to obtain experimental data on hé past the sphere, which is mounted near the middle of the
transfer between a sphere and forced convective water, and (fé@nnel, and is then routed back to the reservoir. The discharge
sented an empirical correlation. Mcleod et 1] conducted a line has a gate valve and a John C. Emnst Co S100 flow meter to
visualization study of melting of a wax sphere in hot water. Thegontrol and measure the flow rate of water. Water temperature is
calculated the melting rate using a simple theoretical analygntrolled by a refrigerated circulator with a measured fluctuation

which estimates melt layer thickness and the heat flux from tié =0.1°C during a typical experiment.
fluid. The dimensions of the test section are 50%2x216 mm(L

XWXxH), as shown in Fig. 2. A uniform velocity at the inlet of the
Contributed by the Heat Transfer Division for publication in tf@JBNAL OF test section I_S attained by the use of a ﬂo‘_"’ straightener made of
HEAT TRANSFER Manuscript received by the Heat Transfer Division October 24',Duocel alumlmum foam. An overflow plate 'S.placed at the down-
2001; revision received April 16, 2002. Associate Editor: C. Amon. stream location to control the water level. Using the gate placed at
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Fig. 1 Schematic of the test apparatus

oy
the exit location instead of the overflow plate can also control the Gret i yitilyc) (xer ye)
water level. A water level of 130 mm can be achieved in the ()
present study. Twelve thermocouples are mounted at the inlet, test
section, and exit so that the water temperature can be measureg@ts Volume element in the ice sphere and volume elements
different locations along the flow direction. A pair of thermobetween t and t+dt
couples is placed in the center of the ice sphere to measure the
central temperature of the ice sphere during the melting process. A
computer with OMEGA DAS-TC/B data acquisition system is__. . . . .
used to record the thermocouples’ readings during tests. stamles; tsr;[eedl: In tins S]El:ﬁy,t:]he dl'aT.Etetr of tlhezlce sqplfre. IS 3t6
The ice sphere is made by freezing filtered tap water in tWQ" ﬁn / r? lameter o he |nhp astic st:aw IiS mm. A e 'Use][
hemispherical moulds. A thin plastic straw is sandwiched in t %;?t of the straw Into the sphere Is about mm. A pair o

sphere to allow the sphere to be fixed on a movable base madé 5fMOc0uPles is placed in the center of ice sphere through the
plastic straw. The Plexiglas walls of the test section allow optical

access for photography and the passage of light. A Sony DCR-
VX1000 digital camcorder is used to continuously record the im-
age from the front side, as shown in Fig. 1 and Fig. 2. A Minolta
RD-175 digital camera is used to intermittently take pictures from
the top. To obtain a clear image of the ice sphere, an ivory white
background plate is vertically placed at 200 mm from the backside
of the test section. Two 45-Watt Philips reflector floodlights are
mounted above the front side of the test section. One floodlight
illuminates the ice sphere from the upper front side, and another
illuminates the background plate.

During a typical test, the pump is activated and a steady, open-
channel flow is established at the desired flow rate and tempera-
ture by adjusting the opening of the gate valve and using the
refrigerated circulator. The digital video camcorder and the com-
puter data acquisition system begin to record video images and
temperatures. The test begins when the sphere, fixed on the mov-
able basis by a thin plastic straw, is placed into the horizontal
water flow, and it ends when any remaining ice breaks away from
the plastic straw and drifts downstream. After the test is finished,
the shape data of the ice particle in the melting process can be
obtained from the digital video images on the computer by using

Sony Digital Grate and ﬂﬂ | e’ an image analysis software. The maximum uncertainty of the di-
Unit: mm Camcorder Water Exit T wF mensional measurements3€.2 mm.
As illustrated in Fig. 3(a), we consider an ice sphere situated in
Fig. 2 Test section a horizontal flow of water from the right. The local mass melting
892 / Vol. 124, OCTOBER 2002 Transactions of the ASME
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rate can be determined in terms of the volume variation of voluntifference in the interior of ice sphere is less than 0.02°C. Based
element on the ice surface. As a result of the shape change andthis, we simplify the problem by introducing the following
different local melting rates at different locations on the surfaceguation:

the centroid of the particle does not stay at a fixed physical loca-

tion referenced to the ground. To take this into account and also to _

find a simple yet accurate way to calculate the local melting rate, - dVs dTs

we define a time dependent, geometric center of the ice particle at Qs=psCps(Ts~ Tsi) 5 TPsCosVs g7 (4)

a given time by finding the intersection of the maximum —

x-direction linear dimension and maximuyrdirection linear di- whereTs is the average internal temperature of the ice particle.
mension lines on the center plane imdgecall that the particle is We approximatél s by using the center temperature measured in
symmetrical about the vertical center plangt a given time in-  the melting procesd; is the ice temperature at the surface of the
terval fromt to t+dt, the particle center moves from(,y.) to ice, which is equal to the melting temperature of idg;=T;
(Xct+dXc,yct+dyg), asillustrated in Fig. 3(b). The corresponding=0°C. Equation(4) is applicable to both the spherical and non-
volume element of the ice particle at an angular posit@yrde-  spherical shapes of the ice particle during the melting process.
fined at the moving origin, therefore changes fronid) to Also based on the analytical solution mentioned above, we may
V(6)+dV(6). Accordingly, the radius changes froR(#) to assume that the heat flux conducted into the ice particle is uniform
R(6)+dR(#). This treatment, although arbitrary, allows easyn the particle surface. It then follows that

data reduction and presentation using spherical coordinates with

the origin coinciding with the above-defined geometric center of .

ice sphere, as shown in Fig. 3(a). Therefore, it follows that the 0s(0)=0s=Qs/As. (5)

local melting rate per unit surface area at an angular pos#ion g |ncq heat transfer coefficient can be determined from Eq.
. . "

(measured from the horizontal centerlinen(¢), can be deter- () after the local melting rate and the conduction heat flux are

mined as follows: determined

1
psdV(0) dR(6) dx. dyc h(6)= ———[m"(6)hs+as0)]. (6)
S 7 2 _c ¢ T.—T)
AAL D)t Ps at +cosé at +sind at |- | li

1 The total melting rate over the surface of ice sphere can be
obtained by integrating the local melting rate over the surface of

ice sphere. We can also experimentally determine the total melting

t_hird terms in the right-hand si_de paren_th_e_sis of the abo_ve €dYdre by measuring the volume change of the ice sphere over time
tion results from the aforementioned definition of the moving 9€Qsed on

metric center(origin) as a result of shape change. The variations

'(6)=—

where AA((0) is the surface area element @tThe second and

of radius as a function of an angular positidt(,6), and coordi- ) dVg

nates of the geometric center, andy., with timet can been M==psq¢ (7
obtained directly from the digital video images of the ice particle

in the melting process. The average heat transfer coefficient over the surface of the ice

The heat transfer from the liquid to the solid-liquid interface iparticle can be determined by
controlled by convection in the present study. The local heat flux

L . : —  mh+
at an angular positioff can be determined by applying an energy = M 3
. (8)
balance to the ice surface element Ag(Ti—Ty)
Uncertainties were present in various experimental measure-
q(0)=h(6)(Tp.—T;)=m"(6)his+as(6) @) ments. The maximum random uncertainties in temperature, tim-

) o ing, dimension and coordinates, and flow rate of water mea-
where h(6) is the local heat transfer coefficient at the angulagyrements are-0.5°C, +0.5 s, 0.2 mm, and=2.0 percent, re-
position 6. On the right side of above equation, the first term is thepectively. Based on the method of Kline and McClint¢ak],
latent heat absorption rate, and the second term is the heat X maximum uncertainties in the shape change, melting rate, heat
conducted into the ice particle to raise the internal temperatuggansfer coefficient, Reynolds number, Grashof number, Nusselt
perature of ice particle increases to the surface temperature thaf 98 percent,~5.16 percent,+4.66 percent,+4.17 percent,
maintains at the melting temperature, 0°C. When the ice shape:ig 82 percent, and-4.0 percent, respectively.
spherical, the total heat transfer rate conducted into the ice is

determined b . .
Y 3 Results and Discussion

47Tr2pscps_sdr- (3) the ice sphere in the melting process are shown in Fig. 4. The

R oT 3.1 General Characteristics. The typical video pictures of
Qs= o at

top-view images obtained from the experiment reveal that the
The transient temperature distributidig(r,t) in the solid spheri- shape change of ice sphere in the traverse direction to the flow is
cal region has been obtained under the condition that the init@ry symmetrical about the vertical center plane, as shown in
temperature of the ice sphere is uniform and the surface tempdrig. 4(b). Therefore, in the following discussion, we focus our
ture is maintained at the constant temperat®ebhar{14]). The attention to local melting and heat transfer from the side view,
shape of melting ice gradually becomes irregular because the log#lich shows significant deviation from symmetry in the vertical
melting rate is not uniform over the surface of id¢ao and Tao direction.

[12]), so that it is impossible to obtain the analytical solution of Figure 5(a)shows the typical shape change of a melting ice
T(r,t) and also very difficult and complex to obtain the numerisphere, viewed from the side, with time for forced convection
cal solution of T¢(r,t). To find an alternative solution, we first dominated conditions (GfRe&<1). In Fig. 5(a),x stands for the
perform an analytical calculation for a spherical particle under tlewordinate in the horizontal direction, agds in the vertical di-
same temperature condition as in the present study. It is found thedtion. Water flows horizontally from the right side to the left
the temperature gradient is nearly zero in the interior of ice sphesiele. As will be discussed later, there exists a second upper bound-
except for a very thin layer under the surface, and the temperatary layer separation point due to the discharge of melt near the
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Fig. 4 Typical video pictures of the ice sphere in the melting it
process (water flows horizontally from the right side to the left . . o . .
side): (a) Side view; (b) top view. Fig. 6 Temperature-time histories at the inlet and the ice cen-

ter:  T,0=26°C, v,,=0.06m/s, T4=—16°C, dy=36mm,
Gro/Re3=0.319. 1—inlet; 2—center of ice.

rear portion of the surface, as shown in Fi¢h)Bvhere the shapes
of the particle have been plotted in the spherical coordinate SYS,

tem with the center of the particle coinciding with the origin s shown in a preceding papéao and Tad13)), the non-

uniform flow field around the sphere results in different interac-
mocouples at the inlet of test channel and in the center of i%n among mass, momentum, and energy between ice partic_le and

article for the same case as in Fig. 5. The time variations of to w at different local locations on the.lce surfaqe. These differ-
ﬁeat transfer rate, total latent heat. of fusion and heat conduc es cause the_shape of a convectlvely_ me_ltlng ice sp_herg to
into the inside of ,ice particle over the surface of ice particle ar ome |rr¢_agular in later stages, as shown in Fig. 5. Thls- situation
ﬁlay occur in many practical processes. The model prediction and

shown in Fig. 7. . . __empirical correlations from the existing studies in open literature
Upon immersion into flowing water with a temperature highe

; : do not include this type of melting process. To characterize the
tmhalrtl th(;é)hi?se Cnangﬁtfnmpfr?(l?%?'r;h?n'ce ?pmere Eeg'nsgoshape change during the melting process, we show in Fig. 8 the
el a S surface temperaturé remains at the phase ¢ a@aﬁivalent spherical diameter based on the same volume and the
temperature. When the initial temperature of ice is lower th

0°C. heat is transferred as a result of the temperature differe uivalent spherical diameter based on the same surface area. The
! X . . P Nifierence of these two diameters increases as ice shapes becomes
between ice and water, causing the ice on the surface to melt

s ; L re irregular. We define the shape factor based on the two diam-
the sphere’s internal temperature to increase, as shown in Fig

The heat conducted into the ice decreases with the increase in the > = follows:

internal temperature, as shown in Fig. 7. When the internal tem- d\s,

perature of the ice sphere rises to 0°C, the heat from water to ice =5 9)
equals the latent heat for ice melting, and the ice temperature s

remains constant at 0°C. Finally, the thermocouple probe placedThis dimensionless parameter varies between 0 and 1. The
in the center of the ice sphere is exposed to flowing water as thieape factor equals 1 when a particle is spherical. The shape fac-
ice reduces to a critical size. The temperature measured by tbe will be less than 1 when a particle becomes non-spherical,
probe then quickly rises as shown by the final segment of curveaich means that an irregularly shaped particle has a larger sur-
in Fig. 6. When the remaining ice breaks away from the plastface area than a sphere with the same volume. The variation of
straw and drifts downstream, the test ends. shape factor in the melting process is also shown in Fig. 8. It

130
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Fig. 5 Shape change of ice particle in the melting process: T,=26°C, v/,

=0.06 m/s, T5=—16°C, dy=36 mm, GrOIRe§=0.319. 1—0's; 2—20 s; 3—35
s; 4—50 s; 5—65 s; 6—80 s; 7—95 5; 8—110 5; 9—125 s: (@) In Cartesian
coordinates; (b) in spherical coordinates with the center of particle coincid-

ing with the origin.
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Fig. 7 Variations of total heat transfer rate, total latent heat for —— 0%
fusion, and total conducted heat into the inside with time in the —e— 20z
melting process: T,=26°C, v,,=0.06m/s, T¢=—16°C, dy —i— 505
=36 mm, Gr,/Re3=0.319. 1—convective heat transfer from wa- = —=— B0s
ter to interface; 2—total latent heat for fusion; 3—heat con- —— 110s

~150

ducted into the inside of ice.

Fig. 9 Local melting rate  m”(#) at different time in the melting
cess: T,=26°C, v,,=0.06m/s, T4, =—16°C, dy=36mm,

indicates that a spherical ice particle gradually changes its sh folRe§=0.319.

and deviates from initial spherical shape as convective melting
the particle continues.

3.2 Local Melting Rate and Heat Transfer Coefficient. lasts about 10 to 15 seconds within the range of the present testing
. conditions. The variations in the local heat transfer coefficient

321 LOW,GBIRG% (<1). The local melting rate, local heat j-|,;des the effect of heat conducted into the ice when the internal
transfer coefficient, and local Nusselt number in the same casg&$perature is lower than the melting temperature during the early
in Figs. 5 to 8 are shown in Figs. 9-11. The test conditions 8ffelting period. The highest value of conducted heat rate is less
maintained at a water velocity of 0.06 m/s, a water temperaturet, 20 percent of the total heat rate from the water to the ice, as
26°C, an initial ice temperature 6f16°C, an initial ice diameter ghqyn in Fig. 7. For the results shown in Figs. 9 and 10, the trend
of 36 mm, and an initial Reynolds number of 1793. For these tesf |ocal heat transfer coefficient is almost the same as that of the
results, the ratio of corresponding Gr/Re less than unity, indi- |ocal melting rate. This means that the conduction effect is gener-
cating an inertia-dominant flow. In the figures, the positive valugily not significant except for a short early effective period. The
of the angular coordinatéstands for the angle measured from th@ffect of the heat conduction, or the conduction effective time
horizontal centerline to the upper surface and the negative valygriod, does increase slightly with a decrease in the initial tem-
of @ represents the angle to the lower side. perature of ice particle.

The local melting rate and local heat transfer coefficient are The variation of the local Nusselt number withat different
distributed irregularly at first when the water flow is disturbe@ime is shown in Fig. 11. The local Nusselt number decreases with
after the ice particle with the stainless steel basis is suddenly
placed in the water flow. The first 5 seconds of the curve shown in
Figs. 9 and 10 represents this irregular distribution. After stable
water flow resumes, the local melting rate and local heat transfer
coefficient distribute more smoothly. The initial transient period

0,04 s = 1 150
0.03 ““\‘\ Jos
. B 180 0
3 ]
o 00z 08 =
001 Jos —150 : g B
il —— 53
4 —e— 25
- Llng —a— 50s
] A 6 %0 g 1200 140 o) e
L3 —=— fiis
—— ]10s

Fig. 8 \Variation of diameters and shape factor with time in the
melting process: T,,=26°C, v,,=0.06m/s, T4,=—16°C, dy
=36 mm, GrolRe§=0.319. 1—diameter based on volume of ice, Fig. 10 Local heat transfer coefficient ~ h( @) at different time in
d\; 2—diameter based on surface area of ice, d,; 3—shape the melting process: T;,=26°C, v;,=0.06m/s, Ts;=—16°C,
factor, ¢. do=36 mm, Gro/Re3=0.319.
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Fig. 11 Local Nusselt number Nu (#) at different time in the melting process: T©,=26°C, v,
=0.06 m/s, T4=—16°C, dy=36 mm, Gr,/Re3=0.319.

time over almost all the surface except for the regions aroumundary layer beyond the first upper separation point. The devel-
0~130 deg andf#~—130 deg in the final melting period. This opment of new boundary layer causes the heat transfer to weaken,
trend is contrary to the local melting rate and local heat transfand the local Nusselt number decreases until it finally reaches the
coefficient, since the effects of volume diameter, which decreassscondary minimum a#~130 deg, where the new boundary layer
with the melting of ice particle as shown in Fig. 8, are also inseparategsee Fig. 5(b¥or the second upper separation pairit
cluded. The Reynolds number, which also includes the effect igfworth mentioning that for a non-melting sphere, the separation
size change during the melting process, decreases from the inigigint usually appears at abog+80 deg for the same Re range.
value of 1793 to the final value of 439 in this case. In Fig. 11, Gp/Re=0.319; therefore we still see some thermal
After the initial stage, the stable boundary layer is formed 0Vgj, 4 ¢y effect on the lower surface of the melting particle as the
the most 5“”‘"?‘06 of ice sphere except for the region beyond Rt discharges from the surface. The downward motion of the
separation poin{Hao and Tad13]). The characteristics of heatmelt induced by thermal buoyancy prevents from the reattachment
il boundary layer beyond the lower separation point, as compared

development on the surface. The local Nusselt number decreavsvﬁﬁ the formation of new boundary layer beyond the first upper

with increasing|é| from the horizontal centerline t6~110 deg aration pointsee Fig. 5). Therefore. no secondary separation
and#~—120 deg as a result of boundary layer development aloﬁgp P 9. 9). ’ y Sep ’

the ice surfacgFig. 11). The local Nusselt number reaches thﬁ the s_econd minimum of local Nus_selt ngmber, appears on the
minimum on the upper and lower surfad®~110 deg and ower s@e. Before the lower separation point, the downward free
9~—120 deg, respectivelydue to the separation of the boundanfOnvection also makes the boundary layer on the lower surface
layer there. Beyond the separation point the local Nusselt numbgicker than that on the upper side. That can explain why the local
increases with increasing| and even reaches a slightly highefNUSSelt number of lower surface is smaller than that of upper
value than that over the front surface because considerable disiitface during=30~60s. )

bance exists near the rear surface of the ice sphere, where wak@nother feature implied in Fig. 11 is that shape changes due to
eddies sweep the surface. The strong local heat transfer result§g melting further influence heat transfer by changing the flow
a relatively high local melting rate over the rear surface in theattern around the particle. The shape of the ice sphere gradually
earlier stage, as shown in Fig. 9. Therefore, the rear shape of €f@nges into a scallop shape because the higher heat transfer
ice sphere gradually flattens and eventually becomes completeduses higher melting rate on the front and rear surfaces. In turn,
flat, as shown in Fig. 5. The variation of the local Nusselt numbé&ne flow pattern around the ice gradually changes, along with
with 6 on the upper surface is characterized by two minima befogdanges in the curvature of the front surface and the maximum
t=100s. This is because secondary separation of the boundeagtius in the cross direction of water flow. The most obvious
layer happens on the upper surfdedso see Fig. 5(b). The mostchange on heat transfer is that of the local Nusselt number, which
significant feature of the boundary layer with melting that differdecreases from a maximum to a minimum on the rear surface
from that without melting is that the melt from the surface dist¢=180 deg)while the rear shape of the ice changes from spheri-
charges into the boundary layer. The strong disturbance enhancaisto flat during the entire melting process. The surface contour
the heat transfer in the region just beyond the separation poibgyond the location of the maximum radius experiences a sudden
causing further melting. The higher density of the melt with rechange when the rear shape of ice becomes flat. As a result the
spect to the mainstream causes the melt on the upper surfac@&dandary layer cannot continue to develop. Therefore, the separa-
flow downward along the upper surface but quickly mixes backion point always appears at the position of the maximum radius
ward into the mainstreartrecall G{)/Re%<1) and forms a new in the traverse direction of water flow when the rear shape of ice
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Fig. 12 Peak local Nusselt number Nu ., and the location @, during the
melting process: 1— T,,=26°C, v,,=0.06m/s, T4,=—16°C, dy=36mm,
Gro/Re2=0.319, 2—T,,;=16°C, V,,=0.06m/s, T, =—16°C, d,=36mm,
Gro/Re3=0.093.

becomes a flat. The strong disturbance beyond the separasaonface of ice, resulting in an increase in the local melting rate, as
point can be isolated in a small region so that a high local Nussshiown in Fig. 13(b). As a result the size of the ice in the case of
number remains there and even slightly increases during the final=0.06 m/s is smaller than in the case wf,=0.04 m/s, as
period of melting. The influence of disturbance is weakening ishown in Fig. 13(a). Changes in the local Nusselt number are
the region neaw=180 deg while the rear shape of ice becomedetermined by changes in the local heat transfer coefficient and
flat, resulting in a gradual decrease in the local Nusselt numbte ice diameter, based on the equivalent sphere volume. The local
The phenomenon of secondary separation on the upper surfaigsselt number for the case of,.=0.06 m/s is initially higher
(illustrated by the second upper minimum point on the curve ithan in the case af,..=0.04 m/s, as shown in Fig. (8. As time
Fig. 11) also gradually disappears. The reduced heat transfer elapses, the local Nusselt number for the higher water velocity
the lower front surface in the earlier period results in a lowdsecomes smaller. This is due to the fact that the decrease in the
melting rate than that of the upper front side, and as a result thige is faster for the 0.06 m/s case, resulting in a decrease in the
curvature of the lower front surface gradually becomes slightlime-dependent Réor example, at=200s in Fig. 13(c)).
bigger than that of upper front surface in the final period. The Effect of Flow Temperature
shape change also causes the flow over the lower front surface t@igure 14 shows another set of test results for observing the
flow faster than that over the upper front side. Therefore, the locgffects of water temperature. The tests are also conducted at the
Nusselt number on the lower front surface gradually becom@gter velocity of 0.06 m/s, the initial ice temperature-016°C,
higher than that on the upper front surface during the final periogind the initial ice diameter of 36 mm. Two water temperatures of
The above discussion may lead us to conclude that during c@B°C and 16°C are selected, yielding,R4.895 and 1558, respec-
vective melting the melting layer on the ice surface is being mixeflely. The results indicate that the increase in water temperature
with the boundary layer flow resulting from the main flow. Thgesults in an increase in local melting rate and a decrease in melt-
combined convective mass transfer and heat trargfbich in-  jng time, as shown in Fig. 14) and(b). The local Nusselt number
cludes both forced and free convectioalong with the particle for high water temperature is smaller than that for lower water
shape change, complicate the distribution of local Nusselt numbgifimperature at the same time, especially in the later period of the

as shown in Fig. 11, and reveal multiple flow separation pointgelting process, as shown in Fig. (% because the size de-
Even before flow separation occurs, the combined mass and hg@kses rapidly in high water temperature.

transfer play an important role in the local Nusselt number distri-
bution. If we define a peak Nusselt number,,Ny the maximum 3.2.2 High G@/Re§(>6). For a melting process with a high
value of the Nusselt number over the portion of surface where thBo/R(%, the shape variation of the ice sphere is significantly
boundary layer is attached, as shown in Fig. 11, and its corrgifferent. This is due to the strong influence of thermal buoyancy
sponding location,fea, We can plot Nyey as a function of as visualized in Hao and T4d3]. Figure 15 shows the results at
Bpeak: @S shown in Fig. 12(a). For GIRe&=0.319, it can be seen a low water velocity of 0.01 m/s, water temperature of 21°C,
that the peak Nusselt number decreases Wijth (from about 15 initial ice temperature of-3°C, initial ice diameter of 36 mm, and
deg to—35 deg); i.e., shifting from the upper surface to the lowenitial Reynolds number of 279. The initial Grashof number is
surface. This trend corresponds to the time history of the meltimga3x10°, and the initial (Gg/R€) reaches 6.98. The thermally
process as shown in Fig. 12(b). Initialg,e.,remains at about 15 induced density difference between the cold melt and mainstream
deg upper surface and gradually moves downwards. For the low@iises a strong downward flow in the region behind the ice sphere
GrolRG%(=0.093), there exists a period whef., remains at and a downward extension of the wake. The upper separation
zero degree, similar to the forced flow around a non-meltingoint moves towards the rear of ice sphere. The effects of separa-
sphere. These complex features need further study and theoretiiwad and disturbance caused by separation are relatively weak. The
analysis. melt from the surface moves into the boundary layer and further
Effect of Flow Velocity weakens these effects. Therefore, no significant drop in local melt-
Figure 13 shows the results at a water temperature of 16°C, iag rate is observed a~110 deg andi~—130 deg, as shown in
initial ice temperature of-9°C, an initial ice diameter of 36 mm, Fig. 15(b); instead a relatively uniform distribution of local melt-
and a water velocity of 0.06 m/s and 0.04 niRe,=1558 and ing rate over the rear surface of ice sphere is found. This type of
1039, respectively to demonstrate the influence of water velocitydistribution of local melting rate does not cause the ice sphere
on the melting process. The variations of radius, local meltingecome scallop-shaped. The shape instead changes into an ellip-
rate, and local Nusselt number withis plotted in the time se- soid from the side view, in which the minor axis is in the hori-
quence of 50, 100, 150, and 200 second, respectively, to maantal direction, and the major axis is in the vertical direction, as
more original experimental data available. The increase in watgtown in Fig. 15(a). On the contrary, in the cases with higher
velocity enhances the heat transfer between the water and ihiéal Reynolds numbers the lowest local melting rate appears in
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Fig. 13 Compared experimental results at different water velocities: —T,=16°C, v,,=0.06 m/s, T4,=—9°C, dy=36 mm,
Gro/Re2=0.093. - - - - - - T,0=16°C, v,,=0.04m/s, Tso=—9°C, dy=36 mm, Gr,/Re2=0.209. (a) R; (b) m"; (c) Nu.

the regions near the separation points, and the relative higher loeat times is shown in Fig. 18). In this case, the trend in local
melting rates occurs in the rear portion. This kind of distributioheat transfer coefficient is almost the same as that of local melting
of local melting rate corresponds to the shape change into scallogte because the initial ice temperature is slightly lower than 0°C,
Further details in the flow characteristics for high G#Rases and the influence of heat conducted into inside of ice particle is
can be found in Hao and T443]. relative small. The variation of local Nusselt number withat

The variation of local heat transfer coefficient withat differ-  different times is shown in Fig. 18). In general, the local Nusselt
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Fig. 14 Compared experimental results at different water temperatures: —T,0=30°C, v,.,=0.06m/s, T5,n=—9°C, d,
=36 mm, Gr,/Rej=0.440. - - - - - - T)o=16°C, v,,,=0.06 m/s, T;o=—9°C, dy=36 mm, Gr,/Rej=0.093. (a) R; (b) m"; (c) Nu.

number decreases as time elapses, contrary to that of local meltin8.3 Total Melting Rate and Average Heat Transfer Coeffi-
rate and local heat transfer coefficient, which increase. This égent. The variations of total melting rate and average heat
because the local Nusselt number is defined by the time dependeaisfer coefficient with time at different water velocities are
equivalent sphere diameter that decreases at a rate much fastewn in Figs. 16 and 17. All six tests are conducted at a supply
than the increased rate of local heat transfer coefficient. water temperature of 16°C, initial ice temperature-8°C, and
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Fig. 15 Experimental results at a slow water velocity: Tp=21°C, Vv,
=0.01m/s, Tso=—3°C, dy=36mm, Gr,/Re3=6.98. (a) Shape change; (b) m”;
(¢) h; (d) Nu.

initial ice diameter of 36 mm. The water velocities are varied fromrocess because the decrease in volume and surface area of ice is
0.01 to 0.06 m/s. The increase in the water velocity enhances there pronounced than the influence of increase in water velocity.
convection heat transfer between water and ice surface resultinghe trends of variation of the average heat transfer coefficient
in an increase in the total melting rate and average heat transféth time are similar in all experimental results with different
coefficient. velocities, as shown in Fig. 17. The average heat transfer coeffi-
The volume and surface area of ice decrease over time. Ttient increases with time during the early melting period because
melting rate is the highest when the melting process begins, the size of the ice decreases as the melting continues. In the final
shown in Fig. 16. The melting rate gradually decreases over timeriod, the shape of the ice becomes very irregular, and the con-
as the volume and surface area of the particle decrease. The treective heat transfer between water and ice surface is weakened,
of the decrease in melting rate with the elapse of time is strongespecially in the rear where the shape becomes flat. This causes a
for higher velocity of water. At a high velocity the melting ratereduction in the average heat transfer coefficient.
may be lower than at lower velocity near the end of the melting As discussed in the above section, free convection caused by
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Fig. 17 Variation of average heat transfer coefficient with

Fig. 16 Variation of melting rate of ice particle with time at
different water velocities:  T,,=16°C, T4 =—8°C, dy=36 mm.
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Fig. 18 Variation of Nusselt number as a function of (Gr/Re?)
at different water velocities: Tp=16°C, Ts=—8°C, d,

—36 mm. =36 mm.

T
&0
the density difference between the cold melt and the mainstream 50
has an important effect on the heat transfer between the water and
the ice surface and the melting process. Figure 18 shows the Nus-
selt number based on the average heat transfer coefficient and
volume diameter as a function of (Gr/Bat different water ve- |2
locities. For a given velocity, the Nu-Gr/Reelation actually =
shows a similar dependence on the ice size for all the cases. Fig- 20
ures 19, 20, and 21 show the variation of melting rate and average
heat transfer coefficient with time and Nusselt number as a func-
tion of (Gr/Ré), respectively, for the melting ice particles under
different supply water temperatures. All the five tests are con-
ducted at the water velocities of 0.06 m/s, the initial ice tempera-
ture of —8°C, and the initial ice diameter of 36 mm. The water
temperatures are varied at 11, 16, 21, 26, and 30°C, respectively.

30

All those results show a strong correlation among Nu, Gr, Reig. 21 Variation of Nusselt number as a function of
and Ste(temperature effegt To develop an empirical correlation, at different water temperatures:

we conduct a total of thirty tests with water velocity of 0.01 tg=36 mm.
0.10 m/s and water temperature of 4 to 30°C. Some of them were
repeated to test the repeatability of the experiments under identi-
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Fig. 20 Variation of average heat transfer coefficient with time
at different water temperatures:

V,.=0.06m/s, Tsu=—8°C, d,
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cal conditions. The qualitative results of repeating tests agree rea- *
sonably well, and no detectable differences in main quantitative
results are found. The regression analysis yields the following
empirical correlation for the average Nusselt number in a melting 3}
process,
N FdV 43 08985 0.748 1 0.167
Nu=k—=o.118R€- 1Gr008%p 07485 g O- (10) -
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Fig. 19 Variation of melting rate of ice particle with time at
different water temperatures:

=36 mm.

Journal of H
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eat Transfer
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Re

Fig. 22 Correlation and all of results for dimensionless aver-
age heat transfer coefficient in the present study: Tp=4
~30°C, v,;,=0.01~0.10 m/s, T4,=—23~0°C, dy=36 mm.
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which is valid for This correlation considers the irregular shape of ice. A shape fac-
80<Re<3200 0.0016<Gr/RE<6.98 tor that indicates the irregularity of particle shape in melting pro-

cess is defined.
7.91<Pr<12.69 0.05sSte<0.39
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= (T +Tp)/2. TheR-squared value for Eq10) is 0.9378. The omenclature
comparison of the experimental data with the values calculated by
Eq. (10) is shown in Fig. 22. The deviation for all test data is A, = surface area of ice particle,’m
within 9.4 percent. ¢, = specific heat, J/kg K
ds = surface diameter, m
dy = volume diameter, m

Summary and Conclusions Gr = Grashof numbergoﬁuo/{fodf}(ﬂm—Tm)/mzo
The melting and heat transfer characteristics of the convective g = gravitational acceleration, nf/s
melting of an initially spherical ice particle in horizontally flowing h = local heat transfer coefficient, WK

water have been studied experimentally to arrive at quantitative his = latent heat of fusion, J/kg
results. Based on the experimental results, the following conclu- k = thermal conductivity of water, W/m K

sions have been drawn: _rh = total melting rate, kg/s
- m” = local melting rate, kg/rhs
1 The trends of the local heat transfer coefficient are almost \, = |ocal Nusselt numbehdy /Ko
identical to those of the local melting rate on the ice surface. The p; — prandtl b ' Ik
; L r randtl numbergoCpio /Ko
rate of change in local heat transfer coefficient is slightly lower — total heat transfer rate. W
than that of local melting rate in the early-stage of melting pro- = heat flux. W/n? '

cess. The local heat transfer coefficient includes the effect of heat p — utside radius, m
conduction |nto_th(_e_|n5|de of ice. Although the conductlc_)n effeqt IS Re = Reynolds numbemp,ov..dy /o
generally not significant except for a short early effective period, — adius coordinate inside ice, m
the effectl\_/e time pe_zrlod of heat condu_ctlon do_es increase with the gie — stefan NUMbeS pio(T .~ Tr)/his
decrease in the initial temperature of ice particle. T temperature, °C
2 For Gf)/Ref)<1 and at a given time during the early melting t = time, s
period, a typical distribution of local Nusselt number over the v = volume, n?
front portion of the ice sphere exhibits a peak local Nusselt num- , = velocity, m/s
ber (Ny,eq) at a location @, starting from the upper surface, x, y = coordinates, m
then decreases with increasidrom 6,,c,., and reaches minima
at the upper and lower surfaces at an angular location of about 13tgek Symbols
deg to 130 deg, depending on the flow velocity, anti20 deg :8 = coefficient of thermal expansionj{
near the separation point. The Iocatie,;g,akfor Nupeakshifts from 0 = angle from the horizontal centerline, degree
the upper surface towards the lower surface as melting proceeds. ,, = viscosity, Pa-s
There exist two flow separation points on the upper surface and , = density, kg/mi
one separation point on the lower surface of a melting particle, ¢ — shape factordf’,/d"’
resulting from combined mass and heat transfer and particle shape | S
change. The second separation point on the upper rear surfRE@SCrpts
corresponds to a second minimum value on the local Nusseltnum- 0 = at the inlet; initial; respective value of property in
ber distribution curve. For high GfRe& (>6) cases, thermal dimensionless number
buoyancy effects become more pronounced. The local Nusselt ¢ = center of particle
number distribution does not show a second separation point on | liquid, water
the upper surface of the melting particle. i = interface
3 Gp/Ré also correlates to the shape variation of the ice M = phase change
sphere in the melting process. The shape over the rear ice sphere S SO"_dl ice
becomes flat and the overall shape of the ice changes into a scal- * = mainstream
lop when Gg/Ré; is small (less than 1). With a high GfR€  Other
(>6), the shape over the rear of ice sphere does not become flat _
and the shape of ice sphere changes into an ellipse from the side
view. Further investigation is needed to define more precisely the
criteria of distinguishing these two different types of shapReferences
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20, avenue Albert Einstein69621: is assumed. In this paper we consider the coupled conduction-radiation equations to

investigate the effect of the temperature nonuniformity on the calculated value of the
emittance and to verify if the isothermal assumption is valid. Moreover, the sensitivity of
the emittance and the temperature profile to the values of parameters (such as the poros-
ity, the face temperatures, and the particle hemispherical reflectivity, etc.) is studied.
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Introduction measuring the directional spectral emittance. Both sides of the
sample are simultaneously heated with identical power laser

. - . , - beamdqCO, 10.6 um) and the isothermal condition in the medium
ing, emitting and scattering mediizs governed by the Radiative is assumed. Directional spectral emittances have been measured

_Transf_er EquatioriRTE). Th_e RT.E 1S sta_ted In terms qf raqllatlonf r packed beds of oxidized bronze spherical particles. Experi-
intensity, a scalar _that varies with spatial location, direction, aNflantal results have been compared with emittances calculated by
wavelength, and is coupled through temperature to the eneigyjying the radiative transfer equation using the discrete ordinates
conservation equation. The RTE is an integro-differential equatigethod. Radiative properties are predicted using the geometric
with relatively few analytical solutions. A wide variety of approxi-gptics theory combined with a correlated scaling factor for large
mate and computational techniques have therefore been Qeveloggg parameter proposed by Singh and Kavigsily
to solve the RTE. Moreover, experiments to measure intensity|n this paper, the coupled conduction-radiation equations are
have been developed. An extensive review of the radiative transgnsidered in order to investigate the effect of the temperature
in dispersed media dealing with theoretical prediction and expefon-uniformity on the calculated value of the emittance, and to
mental studies was carried out by Viskanta and Meridliand by  verify if the isothermal assumption is valid. Moreover, results ob-
Baillis and Sacadurf2]. Radiative heat transfer prediction detained from uncorrelated and correlated radiative properties are
pends upon accurate material property information in addition t@mpared. An analysis of sensitivity of parameters such as poros-
accurate RTE modelling techniques, and the properties themseitye particle diameter, and surface temperature on the temperature
continue to be an important source of uncertainty. To this enprofile and on emittance results is also studied here.
radiative heat transfer through relatively simple media such asFirstly, the two samples of packed bed of oxidized bronze
packed bed spheres has received much attention. A general revéglhierical particles studied are described. Then emittance measure-
of radiation heat transfer in packed beds was given by Kaviamyents are briefly recalled. Then the model of coupled conduction-
[3]. radiation is described. Finally, results obtained from two samples
Kamiuto [4] proposed a correlated-scattering theory to deteare presented and discussed.
mine radiative properties of a packed bed consisting of relatively
large spheres. Singh and Kaviaffy] showed that the radiative Packed Spheres Systems

properties for a bed of large opaque spheres can be obtained fromg,, participating porous medium considered in this study is a
the independent properties by scaling the optical thickness while,_gispersion of spherical particles of oxidized bronze. It is
leaving the albedo and the phase function unchanged. These Al med that the packing geometry is random. When heated, the
thors also concluded from this study that the results obtained frqipy e oxidizes and a black oxide forms on the particle boundary
the correlated scattering theory of Kamiuto do not generally shaW,face. In order to ensure that oxide growth does not continue
good agreement with the results obtained from the Monte Caf ring measurements, the samples are heated in a furnace at 923
method. Jones et d6] measured the spectral directional distribuk tor 72 hours. Two different samples are studied. For each me-
tion of radiation intensity at the exposed boundary of a packggum, spheres are assumed to have a nominal uniform diameter, as
bed of opaque spheres using a direct radiometric technique. Tdi.cified by the supplier. The dimensional characteristics of the
purpose of these measurements was to provide an experime samples are given in Table 1.

data base of radiative intensity with which to correlate intensity
field solutions of the radiative equation in packed beds. Receniynittance Measurement
Lopes et al[7] have developed a new experimental set up for

Radiative heat transfer through semi-transparent medbisorb-

Emittance measurements are briefly recalled here, more details
Contributed by the Heat Transfer Division for publication in th®URNAL OF can be found in Lopes et dlr]. The experimental set Ufrig. 1,

HEAT TRANSFER Manuscript received by the Heat Transfer Division December 19X€f. [8]) was developed to minimize the temperature gradient
2000; revision received October 12, 2001. Associate Editor: R. D. Skocypec.  inside the medium. Indeed, both sides of the sample are simulta-
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Table 1 Sample data square slab. The medium can be treated as one-dimensional. The
one-dimensional, radiation/conduction energy equation is:

Sample Sample Thickness Porosity  Sphere diameter ~ Face Temperatures
number L (nm) 8 d (um) x) JaT *© @
— — | ky—|+47 (1— w0yl pyd\—27 (1
A 254 03112 300 890 ay | " ay A A=0 MIAD P A=0
B 4.91 0.3876 400 888 1
—wy) l,dud\=0 (1)
n=-1

) ) The bed thermal conductivity can be obtained by using parallel-
neously heated with a high power las@ kW, CO, 10.6 um) series models from the thermal conductivity of the bed particle

which was split into two identical beams using a beam splitt¢pronze), the thermal conductivity of the interstitial medigair)
(50 percent-50 percent1 percent). The power of both laserpeing negligible:

beams is measured by a calorimeter. Energy distribution of the

laser beam is homogenized using two copper tubes with a square 1

opening and with side-faces buffed as a mirror. The sample tem- kKp=5 (1= 8)Kpronze (2)
perature is determined by a pyrometer. Values obtained are given 2

in Table 1. Uncertainties of temperatures have been estimated. {o . S .
be less than 3.5 percent. dﬁwe bronze conductivityk,,,nzciS given by the relation:

The directional spectral emittance can be defined as the ratio of _ 2 3
the spectral fluxes emitted by the sample and by the reference 109 Kbronze= Cot C110gT+Co(logT)?+Ca(log )™ (3)
blackbody. The radiometer Heimann KT4S collects the heat ﬂ%ith C.=—37.8999 C.=433167. C,=—158575 C
emitted by the sample and by a reference blackbody at the same g4gq’ ' PG L2 ’ 3

Equation(1) i Ived with th d t t
temperature, within the same spectral range and solid dRgle boundary Coqnla?tilgrr](s_?((lg)sg(v;))YVI © measured temperature

1). The radiometer is mounted on a rotating arm allowing the g, 5 5ne_dimensional semi-transparent medium with azimuthal
measurement of the radiation emitted by the sample at seveg metry the RTE is written:

angles. Different narrow band infrared filters are used to measure

spectral emitted radiation. The area of the sample surface heated FINED)

by the laser beams is ¥12 mm. Uncertainties of emittance ;L(?—-i-l)\(r,,u,):S)\(T,,u,T) (4)
measurements have been estimated to be less than 11 percent. 4

where the source term is:
Theoretical Emittance Model-Combined Conduction-

1
Radiation Heat Transfer S)\(T,/.L,T)=(l—w)\)|)\b(-r)+% flh\(T,,u’)p(,u',,lL)d,LL’

Governing Equations. Lopes et al[7] have considered the
medium as isothermal. In this paper our aim is to verify the va- On the bed’s surface, the incoming boundary condition inten-
lidity of this hypothesis. It is necessary to solve the energy cosity is taken as the sum of the blackbody radiation at the tempera-
servation equation to determine the complete temperature fieldttioe of the surroundings, (T=293 K) and the collimated nor-
be input in the RTE. The oxidized bronze spherical packed bedally incident radiationl 3 incoming from the power laser at the
used in the experiment is considered as a finite plane paralehvelength 10.6um.

Laser beam

Beam splitter

Calorimeter
Mirrors

Lens
kaleidoscope

: : Pyrometer

Radio-spectrometer
Blackbody

Fig. 1 Emittance measurement system  (Lopes et al. [11])
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IN(Ou)=lot 1\ (T=293K) o= u=<1

TZO_}{ 1, (0,) =l (T=293K) 0<pu<pug

MEI0GM) ) (rg )= loH I (T=293K) ~ 1= p=— g (5-2)
T (7o, 1) = Tpn (T=293K) — o< p <0
7=0—1,(0,0) =1, (T=293K)0< u<1
M”0'5‘”“[r=rﬁlx(ro,m:|m<T:293K>—1<u<o (5:0)
lo=P/(2m(1—c0s6,y)S) (6)

with P, the power laser received by the sample 625 W, 0.60 -
6y, the divergence half angle of the incident collimated beam 1 ):/\ /—U\
6,=2.5 deg, 0.55 7 W
S, the sample surfa@-=1.44 10 * m?. Numerical calculations 50 P‘fn/m AN
have shown that blackbody radiation at the temperature of the . . ﬂn; g /f\ \
surroundings incoming on the sample face can be neglected. 0.45 s s P
The directional spectral emittance of the medium is defined as 040 y XJ”JV : \%
1\(Ou) < d.?f[ L
M < 0.35 oo}
2n(0) Lo(T(0)) “ 0 % 030, —o— Sample # A
Solution Method. The discrete ordinates meth¢dOM) as- { —o—Sample #B
sociated with the control volume method is used to solve the 0.25 7
coupled radiation conduction equation®oermann [9]). A l
quadrature over 24 directions is adopted in the DOM. The spheri 0.20

cal space is discretized into 12 directions for the positive range o 0 2 4 6 8 10 12 14 18
w and 12 other symmetric directions for the negatpe This
qguadrature is precise and adapted to our case. Indeed the incidein
radiative flux on the sample being collimated, a first zone in Whiqﬂg. 2 Particle hemispherical reflectivity for Samples A and B
is the collimated beam is consideregys u<1). After this zone, (Lopes et al. [7])

in the interval (G<u<pup) a combination of two Gaussian

quadrature with 11 directions is usébtlicolau [10]). A linear

scheme(diamond) Doermann[9]) is employed to evaluate the |5teq by the Monte Carlo method and by independent theory. The

radiative intensity in the control volume. The spectral integratior&za”ng factor scales the extinction coefficient, leaving the phase
in Eq. (1) are computed by solving E@4) for constant spectral ,nction and the albedo unchanged:

band intensities between 18m and 16.3um. 153 bands are

considered. The general solution algorithm is iterative. An initial Be=7vBu (11)

temperature-linearized form is adopted. The RTE is solved itera—-l-he values ofy for f,<0.7 can be obtained from the following
,<0.

tively using a marching algorithm starting from the boundary, i nomial exoressiofiSingh and Kaviany51):
faces. The spatial domain is discretised in control volume. A vari- y P iSing ¥5):

able discretization of Tchebycheff with a grid concentration near y:1+1.84fv—3.15ff+ 7.2ff (12)
boundaries is used. The dimension of the volume j is given by:
Ay;=1/2{cod(j—1)m/ny]—cogjm/ny]} with ny the number of
control volumes. A grid sensitivity study indicated that 90 contr
volumes are sufficient to achieve a converged solution for bo?cr?
samples.

Wavelength (um)

The particle spectral hemispherical reflectivity,§ has been
Oqietermined for the two samples studied by Lopes ef7dlfrom
identification methodGauss method of linearizatipapplied
bidirectional spectral reflectance data obtained from an experi-
mental device using a Fourier transform infrared spectrometer.
Radiative Properties. The spherical particles have a size paThe p, values obtained for the two samples are shown in Fig. 2
rameterx(x=rd/\) larger than 59, wavelengths being less than
15.8 um and particles diameter being larger than 300. When Results-Influence of Parameters

the particle size parameteris much larger than unity, the geo- piterent cases carried out for the two different packed beds of

metrical optics theory can be used to predict radiative propertiegigized bronze spherical particles are studied. All cases pre-
If a packed bed consists of large diffuse spheres, then the indg;

L . i nted show numerical results, except case 1, which shows experi-
pendent uncorrelated radiative properties bectBrewster{11]): 1 antal results obtained by Lopes et E]. The reference case

(case 3)is the solution of the coupled conduction-radiation heat

p(u)=(8/3m)(V1—pu?—pcos t u) (8) transfer model described before, the data are those of Table 1, the
bed conductivity k;,) is given by Eqs(2 to 3), radiative proper-
Wy= Py (9) ties are correlate¢Eqgs. 8 to 12, and the emittance is defined by
Eq. (7). For other cases when not specified, the data are the same
Bu=1.5f,/d (10) as those of reference case.

Case 1: experimental results
To take into account the dependent effects due to the overlap-Case 2: isothermal medium
ping particles for a bed of large opaque spheres, Singh and Kavi-Case 3: reference case
any[5] proposed scaling factors so that the independent radiativeCase 4: in the emittance calculatigkq. 7), the blackbody
properties can be scaled to give the dependent properties of the emission isl,,(T(7/2)) instead ofl,,(T(0))
particulate media. The scaling factgrproposed by Singh and Case 5: radiative coefficients are uncorrelatgds. 8, 9, 10)
Kaviany[5] is evaluated by finding the ratio of the slopes calcu- Case 6: porosityy= 6 (Table 1) +5 percents (Table 1)
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Fig. 3 (a) Sample A-temperature profile for cases 3 and 5; and %
(b) Sample B-temperature profile for cases 3 and 5. 8
w
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Case 7: particle diameter=d (Table 1)+5 percend (Table
1)
. = +
Case 8: (_tl_r;gll;ntle:)ss of medium=L (Table 1) =5 percentL I B case2 —y— cased —— caseb I
Case 9: particle hemispherical reflectiviiy=p, (Fig. 2) +5 (b)
percentp, (Fig. 2)
Case 10: bed thermal conductivikg=k, (Eq. 2) =5 percent Fig. 4 (a) Sample A-relative deviation between the emittance
k, (Eq. 2) of case 3 and one of cases (=245 for A=3 um; and (b)
Case 11:T(0)=T(0) (Table 1) =5 percentT(0) (Table 1), Sample B-relative deviation between the emittance of case 3
T(70)=T(7o) (Table 1)=5 percentT(r,) (Table 1) and one of cases i=2,4,5 for A=3 pm.
Case 12: incident laser pow&=625 W=5 percent 625 W
Emittance obtained from different cases are compared espe-
cially for the wavelength, 3m, for which high intensity values  For sample B the relative deviation between emittance of the
are measured. case 3 and that of the case 2 is less than 7.7 pe(Eent4(b)); for
Sample A these relative deviations are smaller, they are less than 4
Temperature Gradient and Its Influence on Emittance Re- percent(Fig. 4(a)). As is expected, reference case 3 emittances are
sults.  To study the influence of taking into account the coupleglosest to experimental case 1 emittances for Samplé=ig.
conduction-radiation heat transfer, the reference case 3 is cofib)). For Sample A, the emittances of isothermal case 2 are
pared to the isothermal case 2. In Fig. 3, normalized temperatuggsser to the experimental case 1 emittan@ég. 5(a)). This fact
(T/T(0)) of case 3 are shown. The normalized temperature ghn be explained by experimental uncertainties. Indeed they have
isothermal case 2 being T(0) =1, the relative deviation betweenpeen estimated to be on the order of 11 per¢eapes et al[7])
the temperatures normalized of case 3 and case 2 is less thaghg deviations between experimental case 1 emittances and those
percent for Sample B and less than 1.5 percent for SampleoBtained from case 2 or 3 remains less than this value.
(Figs. 3(a,b)). The temperature gradient is more important for The agreement between theoretical and experimental emit-
Sample B than for Sample A due to the fact that Sample B {ances confirms the validity of the value of the bed conductivity
thicker than Sample A, and Sample B extinction coefficigfit ( obtained from the simple parallel-series model. Larger values of
=5968.8 m' 1) is smaller than the Sample A extinction coefficienbed conductivity could also be valid, in which case the tempera-
(B=10765.4 m1) (extinction coefficients being calculated fromture gradient would decrease and emittance results would be
the radiative properties modétqgs. 10, 11)). nearer to case 2 emittances. On the contrary for smaller values of
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percent(Fig. 4(a)). As a result, the weak temperature gradient has
a significant influence on emittance calculation, especially for
Sample B.

Comparison Between Results Obtained From Correlated
and Uncorrelated Radiative Properties. When the radiative
properties are uncorrelatddase 5), the extinction coefficient is
2.6 times smaller than in the case of correlated radiative properties
(due to the gamma factoy=2.6). As a result, the temperature
inside the medium and therefore emittance are higher for case 5
than for case 3. The maximum relative deviation between the
temperature of case 5 and the isothermal cas&/Z(0)=1) is
7.5 percent for Sample B and 4.5 percent for Samp(Eigs. 3(a,

b)). It can be noted that radiative properties, when uncorrelated,
have a significant influence on the temperature gradient in the
medium.

A maximum deviation on emittance of 13 percent is observed
between cases 3 and 5 in the directiba0deg for Sample B, and
8.5 percent for Sample AFigs. 4(a,b)). Moreover, it can be
observed that emittances for case 5 are very far from the experi-
mental onegFig. 5). Therefore, the use of the Singh and Kaviany
correlation seems to be appropriate and necessary.

—O— case1 —M— case?2

—A— case3 —v¥— case4d Sensitivity of Emittance and Medium Temperature to Tem-
—&— case5 perature Boundary Conditions and Thgrmophysical Prope_r-

ties. The computed temperatures and intensities are functions of
the temperature boundary conditions and of the thermophysical
(a) properties.

The sensitivities of temperature to each parameter are functions
of the spatial position. The relative variation of normalized tem-
peratureAT'/T’ are calculated for parameter variatidv; /x;
==+5 percentlcasess . . . 12. A same value of parameter varia-
tion is used for each parameter in order to compare parameter
sensitivities. The value oft5 percent represents the maximum
parameter uncertainty. The sensitivities of medium temperature to
hemispherical reflectivity and sample thickness are smallest, and
they are greatest for the porosity and boundaries temperature
(Figs. 6, 7). Sensitivities are less than 0.35 percent for Sample B
and less than 0.14 percent for Sample A. As a result, uncertainties
on data should not induce a significant variation on the tempera-
ture gradient.

The sensitivities of the emittance to each parameter are func-
tions of wavelength and direction. Figures 8, 9 show the sensitivi-
ties of emittance 4¢, /¢,) as a function of the anglé and for
N =3 um. Except for the reflectivity sensitivity that is maximum
for the directiond=82deg, other parameter sensitivities are maxi-
mum for the normal direction to the samples=0deg. It can be
observed that sensitivity to sample thickness is nearly zero, this is
due to the fact that sample thickness is sufficiently large. The

' : sensitivities are the largest for the following parameters: porosity
—O— case1 —H— case?2 (8), boundary temperatures'(0),T(7)) and hemispherical re-
—A— case3 —y— cased fIgptjvity (py). For Sample A, the hemispherical reflectivities sen-
sitivity is larger than the porosity and the faces temperatures sen-

—4&— caseb sitivities, while for Sample B, these sensitivities are on the same
order. This is due to the fact that the extinction coefficiBnis
(b) higher for the Sample A resulting in a smaller sensitivity to the

boundary temperatures and porosity. The emittance sensitivities
Fig. 5 (a) Sample A emittance polar distribution for ~ A=3 um;  remains weak; they are less than 1.8 percent. Hence uncertainties
and (b) Sample B emittance polar distribution for ~ A=3 pm. on data do not induce significant variation on the emittance cal-
culation; emittances remain very near to those of case 3.

bed conductivity the gradient temperature would increase and tr{f- .

oretical emittance would increase resulting in theoretical emi conclusions

tance further from experimental ones. An experimental setup for measuring the directional spectral
To better study the influence of the temperature gradient insidenittance has been recently developed. The isothermal condition

the medium, case 4 is considered, where the blackbody intensityrishe medium has traditionally been assumed. In this paper, the

calculated with the temperature at spatial positigf2 instead of coupled conduction-radiation equations are considered in order to

boundary temperature. The relative deviation between the emitvestigate the effect of temperature non-uniformity on the calcu-

tance of reference case 3, and that of case 4 is 14.5 percentléted value of the emittance and to analyze the sensitivities of

Sample B(Fig. 4(b)). For Sample A the relative deviation is 7.5emperature gradient and emittance to parameters.
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temperature profiles T’ of case 3 and cases =6 to 12: (a)
Ax;/x;=+5 percent; and (b) Ax;/x;=—5 percent.

ties, the temperature gradient could be larger. Simulations are
strongly recommended to verify the validity of experimental re-
sults based on the isothermal assumption.
Comparison between emittance results obtained from correlated
The largest temperature gradient is observed for case B, it ggid uncorrelated radiative properties confirms that the use of the
mains less than 3 percent and induces a variation on emittances@igh and Kaviany correlation is suitable and necessary. If radia-
7.7 percent in the direction near O deg. Weak gradient tempefare properties are not correlated, the deviation between theoreti-
tures are observed for samples considered in this study. The terat and experimental emittance is significant.
perature gradient inside the medium is dependent on the thicknessThe sensitivity of temperature gradient and emittance to varia-
on the bed conductivity and on the extinction coefficient of théon in parameters such as porosity, particle dimension, sample
sample. For samples with other radiative and conductive propémnickness, particle hemispherical reflectivity, bed thermal conduc-

Journal of Heat Transfer OCTOBER 2002, Vol. 124 / 909

Downloaded 06 Dec 2010 to 129.252.86.83. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



—o— caseb —o— case7 —A— case8
—v— case9 —o— case10 —x— casel11 —+— case12

2.0+

v

v

1/7/

g

Y—V-V-V-V-9-V

Ve s (%)

case3 Scasel

05 e e e T S

Ko

(¢

0.0

OG-0 o—i——— O
. —a—

:l)—nfu—nfu—u-n —O——0—

054 — — . .
0 W0 20 30 40 50 60 70 80 90

direction 6°

(a)

—no— caseb —o— case7 —a4— case8
05 —v— case9 —o— case10 —x— case11 —+— case12
—D—D~6~D—D—D —O0~————0—
i b o O
‘—e—é:&
0.0 -
o
— OO ——— O X
S o
S— .(/—/
g 08 e
wS
=
g 1.0
w
T V-
% i S
§ —
L a5
1 v
20 . . . v ~—
0 10 20 30 40 50 60 70 80 90
direction 9°

(b)

Fig. 8 Sample A-relative deviation between the emittance of

case 3 and one of cases /=6 to 12 for A=3 um: (a) AX;/X;

=+5 percent; and (b) Ax;/x;=—5 percent.

—0— casef —o— case7 —&— case8

—v— case9 —o— case10 —x— case11 —+— casel12
ez
1.0 ¥=RR=RxXx
X i
< =
®
< N
2 05
]
ws FO—O—O_O——O—\O\ X
£ o o
S -
8 0.0-4—a4
w ~&
Voo W
g N P ___0____——41;——’—’ @ 0
) =
-
&
1
g-o-o-g-o-m-a 0"
AT T T — T 1
0 10 20 30 40 50 60 70 80 90
direction 6 °
(a
—o— case6 —o— case7 —&— case8
1.0+ —v— case9 —o— case10 —x— case11 —+— case12
L_Jl—n—n—ﬁ—n—n-u —o0—___ i
e .
0.5 ===p
— P P B ——e 5 \
) T —e 0
= T—
~— ®
2 00
8 o
2 o
3 o0 =% X
8 -05
w
I'B /X
4 TV
[3) TV
L 0 —
— XX X=X XXX v
1.5 . r - . —
0 10 20 30 40 50 60 70 80 90

direction 6 °

(b)

Fig. 9 Sample B-relative deviation between the emittance of

case 3 and one of cases =6 to 12 for A=3 um: (a) Ax;/x;

=+5 percent; and (b) Ax;/x;=—5 percent.

tivity, face temperature and laser power remain weak. Uncertain-
ties of these parameters do not induce significant uncertainties on
emittance calculation. The more sensitive parameters for em#reek Symbols

tance are the porosity, the surface temperatures and the hemi-
spherical reflectivity. Overall, the identification of porosity and
hemispherical reflectivity, or alternatively and w, , at different
temperatures and different wavelengths from emittance measure-

ments will be difficult due to the weak sensitivities.

Nomenclature

d = 2r, particle diameter

F = quadratic difference
fv = volume fraction

| = intensity
= spectral blackbody intensity
= bed thermal conductivity
thickness of a participating medium

=
=3
I

zrd
Il

(DOM)
= laser power received by the sample
= phase function
= reflectance
term source
= absolute temperature
= normalized temperatureT(=T/T(7=0))
= uncertainties
= =2mxr/\, size parameter

><C_~|—|w:U'c'U
Il
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= number of directions in discrete ordinates method

B = extinction coefficient
8 = porosity

5

the normal of the sample
emittance

scaling factor

cosd

particle hemispherical reflectivity
optical coordinate

= optical thickness of the sample
= solid angle

= albedo

Ebs‘ QD ER®
Il

Subscripts
b = blackbody
¢ = correlated
e = experimental
t = theoretical
u = uncorrelated
N = wavelength
Abbreviations

DOM = Discrete Ordinates Method
RTE = Radiative Transfer Equation
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= angle of direction of propagation as measured from
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J. P. Meyer Using mixtures of the zeotropic refrigerant mixture R-22/R-142b, a series of experiments

was performed to determine the sectional and average heat transfer coefficients. Experi-
ments were also conducted to compare three different heat transfer enhancement methods
to that of smooth tubes. They were microfins, twisted tapes, and high fins. Measurements
at different mass fluxes were obtained at six refrigerant mass fractions from 100 percent
R-22 up to a 50 percent/50 percent mixture of R-22/R-142b. All condensation measure-
ments were conducted at an isobaric inlet pressure of 2.43 MPa. This pressure corre-
sponds to a saturation temperature of 60°C for R-22. The measurements were taken in
9.53 mm outer diameter smooth tubes and microfin tubes with lengths of 1603 mm. The
heat transfer coefficients were determined with the Log Mean Temperature Difference
equations. It was found that microfins were more suitable as an enhancement method than
twisted tubes or high fins. Also, that the heat transfer coefficients and pressure drops
decrease as the mass fraction of R-142b incread&0l: 10.1115/1.148439%4
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Introduction usually manufactured in industrialized countries, HCFCs are still

being used for new equipment under development such as hot-

Microfin 'tubes perform outstanding [n enhar}cing h.e.at Fransfﬁlr ter heat pump heaters. Especially R-22 is very popular and it
and are widely used to save energy in the air-conditioning allBems at this stage as if it will be used up to the year 2040, if
refrigeration industries. For this reason, its heat transfer charact fowed by legislation and if the cost stays reasonable '

istics have been extensively studied over the past 20 years. eTh g . : :

. . ; e refrigerant R-22 in hot-water heat pumps is especially used
tailed Iltergyure reV|hews arﬁ pLesented bfy Berﬁﬂez] and Thofme_ in countries with a mild climate in winter, that have no natural gas
[.3]' According to Thome the eat transfer en a.ncemer?to MICTAd where electrical heating is usually used for the heating of
fin tubes(relevant to condensatigncan be explained by: water. Heating of water with heat pumps is very energy-efficient.

1. the increase in wetted surface area per unit length whigifvings of approximately 67 percent can be realised, compared to
usually ranges from 1.4 to 1.9, depending on the number peating with direct electrical resistance heat[g_lrﬁ]_ Hot-water
fins, their height and shape, and the helix angle: heat pumps are vapor compression cycles, which use water-cooled

2. an increase in liquid phase convective heat transfer due@ndensers for the heating of hot water. The most widely used
the fins: refrigerant for hot-water heat pumps is R-22 with which a maxi-

3. the increase in wetting around the circumference of the &M hot-water temperature of 60°C to 65°C is possible with
at low mass fluxes due to capillary forces, which maintaigpprommately the same condensing temperatures. This is possible

the flow in the completely wetted wall regime rather than thgY Making use of the refrigerant's superheat, which is approxi-
partly dry wall regime of stratified flow: mately at a temperature of 120°C at the compressor outlet. The

4. an effect of swirl on mist flow at low qualities that increase§'@ximum condensation temperature is limited by the maximum
turbulence and forces entrained liquid droplets to the wallCo"densing  pressure to control the amount of wear in the
compressor bearings, the load on the bearings, and to keep the

In spite of the number of published studies, there is a hudgbrication oil from decomposing at higher compressor discharge
demand for further experimental research in order to test né@amperatures.
microfin tubes and refrigerants. Manufacturers of air-conditioning Although hot-water temperatures of 60°C to 65°C are adequate
and refrigeration equipment that use microfin tubes in their profpr domestic use, they are low when compared to temperatures
ucts usually offer different refrigerants depending on where tfigat can be produced by fossil fuel and direct electric resistance
manufacturer and customer are located. Manufacturers in Eurgp@tems. This limits the potential applications of hot-water heat
tend to offer R-134a for air-conditioning and natural refrigeran@Umps. Smit and Meyef6] as well as Johannsej7] showed
such as ammonia and propane for refrigeration and process cadalytically that a zeotropic mixture of R-22 and R-142b
ing. Japanese manufacturers offer R-134a, R-404A, and R-401ECIF,CHz) could be used to obtain higher temperatures. A hot-
In Thailand and China they offer R-22 (CHG)Funits. Manufac- Water outlet temperature of 120°C is possible if only R-142b is
turers in the USA offer many refrigerants, and although mari§ed. The disadvantage of using only R-142b is that its heating
options are available, R-22 remains extremely popular. Capacity is 15% lower and its heating CQiefficient of perfor-

In nonindustrialized countries where air-conditioning, hedf'@nce)is 7% lower when compared to R-22. Furthermore, it is

pump and refrigeration equipment is being developed, that is ftmmable, but the flammability is decreased by adding R-22. A
mixture of 60% R-22 with 40% R-142b to 80% R-22 with 20%

Contributed by the Heat Transfer Division for publication in tt®UBNAL OF R-142b py mass, .IS. usually recommended. With thes.e mIXtures.
HEAT TRANSFER Manuscript received by the Heat Transfer Division August 21the heating capacities are about the same as when just R-22 is
2000; revision received April 5, 2002. Associate Editor: T. Y. Chu. used, but the COP is increased while hot-water temperatures of
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80°C (80%/20% R-22/R-142bto 90°C (60%/40% R-22/R-142b The test condenser consisted of eight separate coaxial double
can be achieved. Mixtures of R-22 with R-142b form zeotropitube condensers in series labeked, C, up to N, wherdN=38, as
mixtures with glides of 7°C and 5°C for 60% and 80% R-2Zhown in Fig. 1. The inner tube of each smooth tube test section
respectively. was a hard-drawn refrigeration copper tube with an inner diameter

Literature searches by Snii8], Kebonte[9] and Bukasgd10] of 8.11 mm and an outer diameter of 9.53 ni848 inch). The
showed that apparently no detailed literature on heat transfer @gicrofin tube test sections had the same outside diameter but the
efficients for microfin tubes at the recommended mass fractionsiafer diameter was 8.92 mm. It also had 60 helically ribbed mi-
R-22 with R-142b at a dew point temperature of 60°C or more hagofins at a helix angle of 18 deg with an area ratio of 1(#9
been published. In addition, it seems as if no detailed data @fea divided by inner diameter area without fifEhe fins had a
condensation exist for the mixture of R-22/R-142b. Meyer et akiangular profile with a rounded tip. The fin height was 0.203 mm
[11] published on average condensation coefficients at this highd the included angle of the fins was 51 deg. A profile of the
condensing temperature but in the annulus of coiled tube-in-tuRficrofin tube is shown schematically in Fig. 2. The twisted tape
heat exchangers. Shizuya et E2] published on sectional heattest section consisted of a 9.53 mm outer diameter smooth tube
transfer coefficients for smooth tubes, but only for a mass fractigfith a 0.3 mm thick plate helically twisted to a twist ratio of 3.
ratio of 50/50. _ ) _The twist ratio is the axial pitch for a 180° turn of the tape divided

The first objective of this work was to determine the sectiong)y the tube diameter. The width of the twisted tape was 7.9 mm.
and average heat transfer coefficients of the zeotropic mixtufge high fin (or internally finned test section was a 9.52 mm
R-22 with R-142b for microfin tubes at the following mass fracqer diameter tube with 6 fins with a height of 0.6 mm, thickness
tions: 90%/10%, 80%/20%, 70%/30%, 60%/40% and 50%/50%; 0.2 mm, area ratio of 1.26 and a spiral angle of 18 deg. The
The heat transfer coefficients were to be determined at an inigheg sectional shape of the fins was rectangular. The inner tube
pressure of 2.43 MPa. At this pressure the dew point temperatfie \yoter measured at the roots of the fins was 8.87 mm. The
for condensation will vary between 60°CLO0% R-22)and Brofile of the high fin is shown schematically in Fig. 3.

s

85.6°C (53% R-22). Dlurlntg ghejet measudre¢hents, thed a\lge_ra ’“Spacers were used halfway in each test section to keep the inner
pressure drops were also to be determined. The second objechiyg, o bending. The heat transfer length of each section was
was to compare three different heat transfer enhancement MeB33 mm and the distance between pressure drop measuring
ods, namely: microfins, twisted tapes and high fins to that %oints 1900 mm. The outer tube for all the test sections was also

smooth tubes. a hard-drawn copper tube with an inner diameter of 17.27 mm and
- an outer diameter of 19.05 mf3/4 inch). The thermal conduc-
Test Facility tivity of all tubes was 339 W/m°C. Sight-glasses were installed
A test facility was specifically constructed to measure in-tubeetween all the test sections to observe the refrigerant quality
condensation of pure refrigerants and refrigerant mixtures. THigually. All test sections were well insulated with 13 mm of ar-
characteristics of R-22 and the R-22/R-142b mixtures considergapflex inside a 50 mm glass wool box to prevent heat leakage
as calculated from the REFPRQE3] database, are given in Tableeffectively. A bypass line was connected parallel to the test con-
1. The overall test facility is shown in Fig. 1. It was a vapoglenser to control the refrigerant mass flow through the test sec-
compression refrigeration and/or heat pump system. The comprégns. A water-cooled after-condenser was used to ensure that only
sor was a hermetically sealed, reciprocating type with a nominféguid refrigerant enters a coriolis mass flowmeter with an error of
cooling capacity of 10 kW. An oil separator was connected parak0.1%. The sight-glasses before and after the coriolis flowmeter
lel to the compressor with a bypass line. By manually controllingere to ensure that only liquid flow through it. A filter drier fol-
the flow through the bypass line and through the oil separator tlsved it, and also a hand-controlled expansion valve for control-
oil mass fraction in the refrigerant could be controlled. Refrigerating the evaporating temperature. A water-heated evaporator was
liguid samples were taken downstream of the after-condenser ars#d as well as a suction accumulator on the low-pressure side to
analyzed for oil mass fraction according to the ANSI/ASHRAEomplete the refrigerant loop.
41.4[14] standard. For this study, full use was made of the oil Two main water loops were used, one flowing through the
separator and only results of oil mass fractions less than 0.1%ndensing side and one flowing through the evaporating side. On

were used. the condensing side the water was kept constant at a temperature

Table 1 Thermodynamic properties at different mass fractions of the R-22 /R142b mixture at a pressure of

2.43 MPa
Mass fraction R-22 [%] 100 90 80 70 60 50
77 [°C] 60 63.23 66.64 70.53 74.64 79.10
T, [°C] 60 65.72 71.07 76.13 80.97 85.64
Temperature glide [°C] 0 2.49 443 5.60 6.33 6.54
T, [°C] 96.15 100.95 105.75 110.35 114.75 119.05
P, [MPa] 4.990 5.0 4,988 4.954 4.899 4.822
o [kg/m3] - 1030 1013 995.6 977.7 959.5 940.8
Pq [kg/m3] 111.6 110.8 110.7 111.0 111.8 112.9
1y [uPas] 107.6 107.2 106.5 105.5 104.2 102.6
Mg [pPa.s] 14.97 14.94 14.88 14.81 1473 - 14.65
hy [kJ/kg] 139.9 141.3 142.0 141.9 141.2 139.7
cyr [kl/kg K] 1.539 1.548 1.561 1.578 1.598 1.624
Cpg [kI/kg K] 1.287 1.287 1.302 1.327 1.358 1.399
kr[W/m K] 0.06763  0.06641 0.06516  0.06389  0.06258 0.06125
k. [W/m.K] 0.01636 0.01708 0.01767 0.01833 0.01904 0.01982
o [N/m] 0.00351 0.00367 0.00377 0.00382 0.00380 0.00372
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Fig. 1 Schematic of test facility

of 10°C to 85°C(depending on the experiments condugteda mass fluxes, comparisons were possible at approximately the
1000-liter insulated storage tank connected to a 15 kW chiller. Tkame quality values. A similar flow loop was used on the evapo-
water flow rate through the test sections could be controlled withting side, also with an insulated 1,000 liter storage tank but
a hand-controlled valve. The flow rate of the water through trednnected to a 20 kW electric resistance heater. This water was
test sections was measured with a coriolis mass flowmeter with @iso kept constant at a temperature of 8°C to 30°C, depending on
error of £0.2%. The control of the water inlet temperature mad#he experiments conducted. By increasing or decreasing the tem-
it possible to have more control over the average refrigerapérature of the water through the evaporator, the refrigerant den-
quality in a specific test section. The measuring could be done sity at the compressor inlet and thus refrigerant mass flow could
more equally spaced quality values. For different refrigerants aatso be changed. The water temperatures in both loops could be
thermostatically controlled at a constant temperature with an error
of =1°C. As the storage capacities of the two tanks were rela-

o717

5 LZMm
0.203mm 0.2 e

Fig. 2 Profile of the microfin tube  (9.53 mm outer diameter ) Fig. 3 Profile of the high fin tube  (9.52 mm outer diameter )
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tively large, the source and sink temperatures were very stableQuality. In the first test sectionQ,, was equated to the re-
which helped in obtaining quick steady state conditions durirfgigerant enthalpy change to obtain the outlet enthdiplgich is
experiments. also the inlet enthalpy for the next test secjias it was assumed

Temperatures were measured with resistance temperature tii@t no heat losses occured through the insulation, so that
vices (RTDs) mounted longitudinally on the outside of the tubes.

The RTDs were strapped firmly in position with tape and were Qu
also insulated on the outside to prevent heat losses to the environ- Nouw=——"+MNin ©)
ment. The RTDs were calibrated to measure temperature differ- M,

ences with errors less than0.1°C. Temperatures were measured@erehin is the refrigerant inlet enthalpy for the first or second

at the locations shown in Fig. 1. At each of these locations, thr% t-section obtained from a refrigerant databfk®#] using its
RTDs were located at the top, sides and bottom of the tube to tzzg g g

care of any circumferential temperature variation. The avera etsﬁre:rshlg:t?gdiéimﬁiﬁﬁriﬁ: ct)rlﬁlzlert“g; ?hnethsaelgzr:/\cliatse ;Jtsg:(lzlgclg
temperature of the three values was used, with the side R P gron. y

weighted double, as the average temperature measurement. AR I the two-phase region. Then the outlet enthalpy of the sec-

lute pressures on the high-pressure side were measured with'g €St section was used in Eq. 5 in the placégf The inlet
outlet enthalpies of each test section as well as the enthalpies

160-mm dial pressure gauge with a range of 0 to 2500 kPa. TH . : .
gauge was calibrated to an error ©6 kPa. Pressure diﬁerences?;;:ﬁ;ﬁ;?%g:%;ﬁgg lIt?mléldsc\a,\c,:(teiroenglssgggrdc?ltjzrlirtr;lr;s the inlet and

were measured with a differential pressure transducer with a ran
of 0 to 60 kPa, calibrated to an error &0.05% of full scale. For h—h;
small pressure drops, another differential pressure transducer, con- =
nected parallel to the first, was used with a range of 0 to 10 kPa.

It was also calibrated to an error ¢f0.05% of the reading. The average between the inlet and outlet qualities of each test
section was used to determine the average refrigerant quality of
the test section. For the mixtures, REFPR[B] was used to
calculate the enthalpy change of the particular mixture along the
dew point temperature curve in the above calculations.

X= 6
oy (®)

Data Reduction

Annulus Heat Transfer Coefficient. Before the test con- Pressure Drop Experiments. To limit the scope of this study

denser was connected to the ex_pt_arlmental set-up s_hown n F'go%ry the sectional pressure drops for 100% R-22 in smooth and
the annulus heat transfer coefficient of each section was detg/

mined individually in a water-to-water configuration. The annulu hhanced tubes were measured. Only average pressure differences

h . . - - \Were measured for refrigerant mixtures from 90%/10% R-22/R-
eat transfer coefficient was determined by using the modifi (be to 50%/50% R-22/R-142b
Wilson plot techniqug 15]. For each test section at least 20 dat :

points were used, all with an energy balance of less th2f Experimental Uncertainty. A propagation of error analysis
(the average heat transfer between the inside heat transfer pr@l| was performed to determine the uncertainty in the measured
outside heat transfer was used as the refeperi@efore the test sectional heat transfer coefficients. Using this method, the uncer-
condenser was connected into the experimental set-up it was drigitity for the sectional heat transfer coefficients was found to
with high flows of nitrogen and evacuated several times to a praamge from a low of+4% at the highest heat flux to a high of
sure of less than 6 Pa. Once connected and charged with R-22¢#0% at the lowest heat flux. Uncertainties in the average heat
was operated for a period of 14 days during which time the reansfer coefficients ranged from7% to +=13% over the mass
frigerant charge and filter drier were changed twice. This was flux range reported. To ensure low experimental uncertainties the
eliminate possible water moisture in the inner tube from the Wimass flow rates of the water in the annulus were adjusted to en-
son plot experiments before the experiments in this study wegare that the relative values of the heat transfer coefficients deter-
conducted. mined from the Wilson plot method do not influence the heat

Heat Transfer Coefficient. Assuming no fouling, the “sec- transfer coefficients in the inner tube negatively.

tional” heat transfer coefficienfwhich is the regionally average
for each sectionyvas obtained from:

1 Experimental Results
hi= 1 AJIN(Ry/Ry) 1\ A (1) Verification of the Experimental Procedure and R-22 Re-
U_o_ T oakL _h_o A_o sults. The heat transfer coefficients and pressure drops were

verified to be accurate by first taking measurements with R-22 in
The sectional heat transfer coefficients were integrated along #sth smooth and microfin tubes and comparing the results with
total length of the condenser using the trapezoid rule to obtain therature, as shown in Figs. 4—7. The measurements were taken at
integrated average heat transfer coefficient. The overall heat tragsturation temperatures of 40°C or 50°C, whichever was the high-
fer coefficient was calculated from the sensible heat gain of tlgt from measurements published in literature and which were
water and the logarithmic mean temperature difference as followgroughly tested against the results of other studies. In Fig. 4 the

measured sectional heat transfer coefficients were compared to

Q=UoAAT o () those of Eckels and TesefiE7] at a mass flux of 400 kg/fs and
where a saturation temperature of 50°C. The measurements of Eckels
o and Tesene were also for a smooth tube with an inner diameter of
Q=MuCpwlTou Tin) (3) 8.11 mm and the same microfin size and configuration were used

as in this study. For smooth tubes, the sectional heat transfer co-
efficients of the present study underpredicted the sectional heat
(Tr in— Twoud — (Tr ou— Tw.in) transfer coefficients by approximately 9% on average, with a
ATLMTD:In[('i’ : 711 :)/(T’ T - )] (4)  maximum error of approximately 36% at a quality of approxi-

i tw.ou r.out T win mately 83%, when compared to those of Eckels and Tesene. For
Refrigerant temperatures in Eq. 4 were from actual measurememiigrofin tubes, the comparison was better than for smooth tubes.
and the first superheated section was ignored as well as conséldie sectional heat transfer coefficients of the present study also
tive sections if the refrigerant entered as superheated. underpredicted the sectional heat transfer coefficients by approxi-

The logarithmic temperature difference was calculated by
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Fig. 4 Comparison between literature and measured heat
transfer coefficients of R-22 condensing in smooth and micro-

fin tubes at a mass flux of 400 kg /m?.s and a saturation tem-
perature of 50°C

Fig. 6 Comparison between literature and measured pressure
gradients of R-22 condensing in smooth and microfin tubes at
a mass flux of 250 kg/m 2.s and a saturation temperature of 50°C

overpredicted by approximately 2% on average and the maximum

mately 4% on average, with a maximum error of approximatelyrror is 3% at a mass flux of approximately 100 k&sn
18% at a quality of 83%, when compared to those of Eckels andThe pressure drop per unit length at a saturation temperature of
Tesene. 50°C for smooth and microfin tubes is shown in Fig. 6. The pres-

Figure 5 shows the average heat transfer coefficient for R-22gajre drop per unit length is calculated by dividing the total pres-
a saturation temperature of 40°C. Results were obtained ovegue drop by the length between pressure taps. The active heat
mass flux range of 89 kgArs to 645 kg/rf.s for smooth tubes and transfer length in each of the test sections is 1,604 mm, while
from 100 kg/ni.s to 650 kg/m.s for microfin tubes. The inlet pressure tap to pressure tap length is 1,900 mm. The pressure
qualities were 85% to 90% and the average exiting quality wagadients were measured between an inlet quality of approxi-
10% (also, for most of the other experiments in the followingnately 75% and an outlet quality of approximately 30%. All the
section when heat transfer enhancement and refrigerant mass fragults of the present study are within 10% of the measurements
tions were considergdAlso shown on the plot are results ob-of Eckels and Teserd 8].
tained by Eckels and Tesefie7], with similar test tubes, also ata  The pressure drops during condensation at a saturation tempera-
saturation temperature of 40°C. For smooth tubes, the presgite of 40°C for the smooth and microfin tubes compared to mea-
study overpredicted the average heat transfer coefficients by gprements of Eckels and Tesefk8] are given in Fig. 7. The
proximately 6% on average, with a maximum error of 18% at gressure drops were measured with an approximate inlet quality
mass flux of 89 kg/rhs. For microfin tubes, the agreement isf 90% and an outlet quality of 10%also, for most of the other
better than for smooth tubes. The heat transfer coefficients asgeriments in the following section when heat transfer enhance-
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ment and refrigerant mass fractions are consideozer a mass ever, at high mass fluxes of 500 kdlsand higher, the difference
flux range of 88 kg/ris to 654 kg/mM.s. For both tubes, it was in heat transfer coefficients of high fins and microfins is not sig-
estimated that the results of the present study are all within 10%icant.

of the measurements of Eckels and Tesene. The pressure drops for the different types of enhancement

methods are shown in Fig. 9. On average the pressure drops of
Enhancement Methods. Measurements were conducted for icrofin tubes are 38% higher than those of smooth tubes. High

wide range of mass fractions', ranging frpm 100% R-22 10 a 50%y, 1 pes increase the pressure drop by 81% in comparison to
50% mixture(on a mass basi)f R-22 with R142b. Tge reosults smooth tubes and twisted tapes increase the pressure drop by
shown in Fig. 8 and .9 are for a mass fractl_on of 70 /.0/30/0 as 14896, The microfin tube is therefore the best performer of the
was very representative of all the mass fractions considered. M@ahancement methods considered, if taking into consideration its
surements were conducted between mass fluxes of 135°k0/m, 0 increase in heat transfer coefficient and moderate increase in
to 774 kg/nt.s. An inlet pressure of 2.43 MPa was used for all o\ e drop. This result was expected and corresponds with lots
experiments. At this pressure the dew point temperature Wgs,york on the advantages of microfin tubes as a heat transfer
76.13°C a_nd the bubble point temperature was 70.53°C. . ._enhancement method as is also shown in a recent review article by
From Fig. 8 follows that the average heat transfer COEffICIemebenberg et al[19]. Therefore, only the results of the microfin

increases with the use of twisted tapes, high fins and microfi es are given and discussed further on in this paper.

compared to the heat transfer coefficient of a smooth tube. The
heat transfer coefficients are increased by approximately 46%Mass Fraction of R-22R-142b. In Figs. 10—12 the sectional
87% and 113% on average compared to those of smooth tubesat transfer coefficients are given for smooth and microfin tubes.
using respectively twisted tapes, high fins and microfins. Howhe coefficients are for different refrigerant mass fractions at mass
fluxes of 100 kg/ms (Fig. 10), 300 kg/ms (Fig. 11), and 600
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Fig. 8 Average heat transfer coefficients for R-22 /R-142b Quahty
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Fig. 10 Sectional heat transfer coefficients in smooth and mi-
crofin tubes at different mass fractions of R-22  /R-142b at a
mass flux of 100 kg/m 2.s
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of 70 percent/30 percent) during condensation at a dew point Fig. 11 Sectional heat transfer coefficients in smooth and mi-
temperature of 76.13°C for different heat transfer enhancement crofin tubes at different mass fractions of R-22  /R-142b at a
methods and a smooth tube mass flux of 300 kg/m 2.s
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Fig. 12 Sectional heat transfer coefficients in smooth and mi-
crofin tubes at different mass fractions of R-22  /R-142b at a
mass flux of 600 kg/m 2.s

Fig. 14 Heat transfer enhancement factor at a mass flux of 300
kg/m2.s for different refrigerant mass fractions

whereh,, is the corrected heat transfer coefficient for a zeotropic

kg/m.s (Fig. 12). Only the results for mass fractions of 90(]A’/l()(y(’r’nixture, referred to the temperature difference in saturation which

70%/30%, and 50%/50% of R-22/R-142b are given. Measurge: . : ; .
ments were also taken for mass fractions of 100%, 80%/20% S%IGS between the dew point and bubble point temperatanes.

. o heat transfer coefficient of a pure fluid ahgl is the heat
60%/40% but are not given as the results in Figs. 10-12 AGnsfer coefficient of the vapor phase flowing alone in an inter-

sufficient for discussion purposes. All the measurements welg)) . : ;

. y enhanced tube calculated by a correlation given by Ravigu-
conducted at an inlet pressure of 2.43 MPa. Therefore the d . e .
point temperatures were 65.72°(Q@0%/10%), 76.13°C(70%/ ?LWajan and Bergle23]. The specific heat of the gas phaseg

. and the temperature glide 4sT, while the enthalpy change during
30%) and 85.64°C(50%/50%). The corresponding temperatur . ; . . I
glides were 2.49°C. 5.60°C, and 6.54°C. fsobaric condensation of the mixturetig, . The term on the right

All the results show that the sectional heat transfer coefficienggnd side in the square brackets of Bq. 7, represents mass transfer

i i i 0, -
decrease as the mass fraction of R-142b increases. For sm %ﬁ{mal resistance. This term increases by 188% as the mass frac

tubes the heat t P fficient d b . of the R-22/R-142b mixture decreases from 90% to 50%, and
ubes the nheat transier coellicient decreases by approx'matﬁ%erefore the reason why the heat transfer coefficients decreased
30% on average as the R-22 mass fraction decreases from 909

. 8 ; e 2d%he mass fraction of R-142b was increased.
50%. For microfin tubes the decrease is very similar at 27%. AC-\i .o 4150 be deduced from the results in Figs. 10—12 that the

tubes are higher than those of smooth tubes at the same mass

[22], which can be approximated to fluxes as can be expectéand as also determined in the previous

hm:v[l/h-kxcpg(AT/hfg/hg)]’1 (7) section).
6 6 -
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Fig. 15 Heat transfer enhancement factor at a mass flux of 600

Fig. 13 Heat transfer enhancement factor at a mass flux of 100
kg/m2.s for different refrigerant mass fractions

kg/m2.s for different refrigerant mass fractions
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By fitting polynomials in the data in Figs. 10—12 and dividingcondensing liquid at the tube surface is negligible in comparison
the heat transfer coefficients of the microfin tubes by the helé the inertia forces. The advantage of microfins therefore de-
transfer coefficients of the smooth tubes, the heat transfer @feases as the mass flux increases.
hancement factors were obtained at mass fluxes of 1002@/m In Flg 16 the average heat transfer coefficients in the microfin
(Fig. 13), 300 kg/rﬁs (Fig. 14) and 600 kg/rﬁ.s (Fig. 15). The tube are given as function of mass flux for different refrigerant
results are shown in Figs. 13—15 for three different mass fractiofss fractions. The heat transfer coefficients increase approxi-
of R-22/R-142b. mately linearly with mass flux. In general, the heat transfer co-

At low mass fluxes of approximately 100 kgfitFig. 13)all the efficient of R-22 is the highest and decreases as the mass fraction
heat transfer enhancement factors vary between 1.8 and 3.6. AfaR-142b is increased. At mass fluxes of approximately 100
mass flux of 300 kg/fs (Fig. 14)the heat transfer enhancemenkg/mz-s the heat transfer coefficient of the 50%/50% mixture of
factors vary between 1.7 and 2.9, and at a mass flux of 66022/R-142b is approximately 20% lower than that of 100%
kg/n?.s (Fig. 15), they vary between 1.5 and 1.6. The highest heBt22. At higher mass fluxes of 600 kg the differences de-
transfer enhancement factors therefore occur at lower mass flux@§ase to only 5%. )

The reason being that the microfin tube ensures that the flowThe influence of refrigerant mass fraction on pressure drop for

regime stays annular for a longer period before it changes tdh¢ microfin tube is much more significant than on the average

stratified/wavy flow regime. The microfins therefore prevent theat transfer coefficient, as can be deduced from Fig. 17. The
liquid to accumulate at the bottom of the tube due to gravity for Rressure drop increases almost quadratic with mass flux. This ob-
longer period. As the mass flux increases, the flow regime wigrvation corresponds with that of Shao and Gram@4 which

stay annular for even a longer period as can be deduced from FigigggestsA p= constantG?. The pressure drop for R-22 is the

14 and 15. The reason is that the influence of gravity forces on thighest and decreases significantly as the mass fraction of R-142b
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Fig. 17 Pressure drop in the microfin tube as function of mass Fig. 19 Pressure drop enhancement factor as function of
flux for different refrigerant mass fractions mass flux for different refrigerant mass fractions
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is increased. On average, the pressure drop decreases with Agknowledgments
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to 50%. - ;
The heat transfer enhancement factor in microfin tubes CoanJ_mversny, NRF and Eskom.

pared to that in smooth tubes is considered in Fig. 18 as function

of mass flux. The maximum heat transfer enhancement occurdNmenclature
low mass fluxes of 100 kg/frs to 300 kg/ri.s. For mass fluxes of
80 kg/nt.s to 300 kg/rhs the heat transfer enhancement factors
vary between approximately 2 and 2.5. At higher mass fluxes 8fibscripts

more than 300 kg/fs they decrease to approximately 1.5. In ¢ = critical

general, the heat transfer enhancement factor increases as thgy, — experimental

mass fraction of R-22 is decreased. According to Shao and = gas

Granryd[24], the non-ideal properties of mixtures are mainly re- 5 — inner or in-tube

sponsible for heat transfer degradation which includes the diffu- 4y = inlet of test section

sion resistance due to concentration difference, the local nqnyTp = |ogarithmic mean temperature difference
equilibrium state between the phases, enhanced also by the slip in 1, = ¢orrected

the liquid-vapor interface, etc. Again, this effect is more dominant  § = quter or annulus side

U = overall heat transfer coefficient

at lower mass fluxes than at higher mass fluxes. out = outlet of test section
The pressure drop enhancement fagkig. 19)increases with r = refrigerant
mass fluxes from approximately 1.1 at 100 kghrto 1.27 at 600 w = water

kg/n.s. This increase is small in comparison to the large increase
in mass flux. It is also shown that the pressure drop enhancement
factor increases as the mass fraction of R-142b increases. References
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Effectiveness Correlations for
Heat and Moisture Transfer
Processes in an Enthalpy
Exchanger With Membrane Cores

The performance correlations for the effectiveness of heat and moisture transfer processes
J. L. Niu in an enthalpy exchanger wit_h membrane cores are pres_ented. The physical phenomena
relevant to the heat and moisture transfer in these devices have been used to develop
a novel set of correlations based on the relevant dimensionless parameters. The total
enthalpy effectiveness can be calculated from sensible effectiveness, latent effectiveness,
and the ratio of latent to sensible energy differences across the unit. Studies show that
the sensible effectiveness is a function of NTU, the number of transfer units for heat; while
the latent effectiveness is a functiondfU,, the number of transfer units for moisture.

The relations betweeNTU, and NTU are derived and studied with the proper sepa-
ration of moisture resistance for membranes. This newly developed dimensionless param-
eter, NTU,, is to summarize the sorption characteristics of membrane material,
the exchanger configurations, as well as the operating conditions. A number of experi-
mental results on an enthalpy exchanger with novel hydrophilic membrane cores has been
used to valid these correlations.DOI: 10.1115/1.1469524

L. Z. Zhang
e-mail: BeL.zhang@polyu.edu.hk

Department of Building Services Engineering,
The Hong Kong Polytechnic University,
Kowloon, Hong Kong

Keywords: Dehumidification, Heat Transfer, Moisture, Membrane, Exchanger

1 Introduction conductivity of desiccants, the regeneration of desiccants is very

ow and energy consuming, which may in return sacrifice the

. _ . . . S
Mechanical ventilation with heat recovery |s.ofter.1 Con.S'qereéJfficiency in energy recovery. Furthermore, cycling beds are bulky
as one of the key elements of a low energy residential building INd the maintenance of rotating wheels is problematic.

various climateg1]. I_n the past, researches werée only focused on Membrane-based enthalpy exchanger is another alternative for
the recovery of sensible hef@—4] by neglecting the treatment of g\, 55 recovery. This concept is just like an air-to-air sensible
humidity for ventilation air. These systems usually employ tradlie st exchanger. But in place of traditional metal heat exchange
tional heat exchangers such as fixed plates, sensible heat exchqﬂgpes’ novel hydrophilic membranes are used, through which both
wheels, heat pipes, and coil run-around loop heat exchangersy@ht and moisture are transferred simultaneously. Since the per-
which the performance is easy to predict. However, in receffeation of moisture through the membrane is in a continuous
years, increasing attention has been paid to energy recoveryfinner, no regeneration is required. Furthermore, it is very easy
enthalpy recovery, in which both the sensible and the latent hegt construct and implement, therefore it is more promising. It
are recovered. The latent load constitutes a large fraction of t§igould be noted that membranes have been used in air dehumidi-
total thermal load for an air-conditioned building, and thus it ification for a long time, see Pan et §9]; Asaeda and Dy,10];
more significant to recover the latent heat, as well as the sensiflang et al[11]; Cha, et al[12]; to name but a few, and some
heat. energy recovery exchangers have been patented by a couple of
The present techniques for enthalpy recovery rely on the alteempanies. However, the theoretical studies of hydrophilic
nate sorption and regeneration of desiccant materials, either in thembrane-based enthalpy recovery exchangers are still scarce
form of cycling packed beds or rotary wheels. $ahinvestigated [13,14].
the heat and mass transfer in a set of two-dimensional cross-flowlo optimize the membrane system, the effectiveness of en-
regenerative beds. The effects of operating conditions and outdtiaalpy exchange under various conditions should be calculated.
climate conditions on the enthalpy effectiveness are numericaue to the complex coupling between heat and moisture transfer,
studied. Simonson and Besdfi proposed a numerical model forthere is no simple design methodology available for the
the heat and moisture transfer in energy wheels during sorptithembrane-based enthalpy exchanger. Finite difference simula-
condensation, and frosting conditions, and the sensitivity of cofions, which have been used to study the sensitivity of perfor-
densation and frosting to wheel speed and desiccant type are sfii@nce to outside conditior{43,15], is time consuming and in-
ied. Simonson and Besam,8]also investigated the performancegonvenient for engineers to estimate and select efficient
of energy wheels both numerically and experimentally in detallembrane enthalpy recovery devices that provide greater life
The fluctuations of sensible and latent effectiveness with vario@4cle cost savings. Therefore it is imperative to develop some
operating temperatures and humidities are discussed in their $80ple correlations that could predict the sensible and latent ef-
search. fectiveness by summarizing the couplings between the perfor-
These studies are very interesting and they are certainly helpfince and the sorption characteristics of membrane material, and
to improve the system efficiency. However, due to the low thermie operating conditions. This is the objective of this research.

2 Basic Equations
Contributed by the Heat Transfer Division for publication in th®URNAL OF . .
HEAT TRANSFER Manuscript received by the Heat Transfer Division July 1, 2001; A CrQSS-_ﬂOW enthal_py exchanger with membrane cores is
revision received November 6, 2001. Associate Editor: C. T. Avedisian. shown in Fig. 1. Two air streams- the supply and the exhaust flow
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Membrane Exhaust out the number of channels. The subscrig”“means “in supply
/ side”. Previous studies found that the temperature difference be-
' tween the two sides of membrane is very small due to the small
8 thickness of membrangl3]. So it is reasonable to assume that
Supply out Tms= Tme:0'5(Ts+.Te)' . S .
Supply i —mm The effect of axial fluid conduction is totally negligible for Pe
(Peclet number)=100, and is quite small even forR8. In prac-
T tical applications axial conduction is frequently of considerable
X significance for laminar flow of liquid metals, which have very
low Prandtl numbers. For gases axial conduction can be of impor-
tance only at extremely low Reynolds numb¢t€]. Generally
speaking, assumptiof®) is valid when the Peclet number is big-
ger than 2. The present values of Peclet number in this case are
from 11 to 60.
in thin, parallel, alternating membrane layers, in order to transfer From assumptionél) and(2), it is seen that heat and moisture
heat and moisture from one air stream to the other. In air condiansfer is one-dimensional and along the flow direction. How-
tioning, the supply is usually the outside fresh air and the exhauster, due to the cross-flow arrangements, the temperature and hu-
is the room air that needs to be discharged to the outside. Tidity distributions in the air streams are two-dimensional.
enthalpy exchanger is just like a traditional plate-type heat recu-The above dimensionless parameters are the commonly recog-
perator. The only difference is that hydrophilic membranes arized Number of Transfer Units. They give an insight into the

used in place of metal plates. The governing dimensionless eqgRaracteristics of heat and moisture exchange between fluids and
tions for simultaneous heat and moisture transfer in enthalpy exirfaces.

changers, based on the assumptions listed in Table 1, are as foloisture flow rate through the membrane:

Exhaust in

Fig. 1 Schematic of a cross-flow enthalpy exchanger with
membrane cores

lows: ) )
Suppl . —
PPy My =Dy mSé = (5)
JTs
IX* =2NTUs(Trms=Ts) @) wheres s» Bme are moisture uptake in membrane at two surfaces
(kg.kg™™), 6 is the membrane thickness, aly,,, is the water
dws INTU 5 diffusivity in membranekgm™1s™).
axr Ls(@ms™ ws) ) The equilibrium between the membrane and moisture at its sur-
face can be expressed with a general sorption curve as
Exhaust
_ Wax
ay: =2NTU(Tre—Te) ©) b= 1-c+cis ©
where w5 represents the maximum moisture content of the
%=2NTU (e ©g) (4) membrane materidli.e., moisture uptake wheg=100 percent)
ay* Let¥me T andC determines the shape of the curve and the type of sorption.
The parameters of, ¢, and w can be correlated by ideal gas
where ) . .
state equation and psychrometric relations.
. X LY The convective heat transfer coefficients are obtained from
X" = vt y'= y_ Nusselt correlationgl7]and the mass transfer in boundary layers
F F is often described by Sherwood correlations. By using the well-
NTU, = ns'thFyF _ hSAtm' NTU, = ne.hexFyF _ heAtot’ known Chilton-Colburn Analogy18]
MsCps MsCps McCpe McCpe Sh=Nu.-Le @)
kA kA
NTU, = ¢ tot, NTU .= ¢ tot, We have
mS me h
where T, and T, are the temperature of membrane in supply k= C—Lef s (8)
side and exhaust side, respectivaly,is moisture uptake in air pa

streams,x andy are coordinatesh is convective heat transfer For ventilation air and vapor mixture, which is always near
coefficient,k is convective mass transfer coefficient,is mass atmospheric states, the Lewis number, Le, varies in the range of
flow rate of dry air,xg andyg are lengths of flow channelg,is 1.19 to 1.22, see Reff17].
Analogous to the heat transfer effectiveness commonly used in
heat exchanger analysis, the concept of effectiveness can be ap-
Table 1 Assumptions used in governing equations plied to the heat and moisture transfer processes in a membrane
based enthalpy exchanger. For a constant specific heat and heat of
phase change, the effectiveness is defined as
1. There is no lateral mixing of the two air streams. SenSibIe eﬁeCtiVeneSS

2. Heat conduction and vapor diffusion in the two air streams are negligible compared to energy _ (mea) S(TSi B TSO) (9)
s=T=
( mea) min( Tsi— Tei)

Latent effectiveness

transport and vapor convection by bulk flow.

3. Adsorption of water vapor and membrane material is in equilibrium adsorption-state.

-~ ( mcpa) s(@si— ws0)

4. Both the | ductivi d th diffusivity in tI brane are constants. EL=7- (10)
oth the heat conductivity and the water diffusivity in the membrane are constants (mcpa) min( wsi— wei)
5. Heat and moisture transfer is one-dimensional in membrane. Entha|py transfer eﬁectiveneSS, i_e_, total energy transfer effec-
tiveness
Journal of Heat Transfer OCTOBER 2002, Vol. 124 / 923
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Temperature

Sensor \ E Temperature and
; 1 Humidity Chamber
Pressure Meter Flow Meter/Controller ! , Y
Valve : r
X | ’
N V NS A E Supply Out
i
Water | _| ] !
. Hot water batt i
ot water bath ' Exhaust Out
Compressed air Bubbler Dew point meter Membrane Exchanger
Fig. 2 Schematic of the experimental setup
Me(Hsi—Heo) the uncertainties are less than 5 percent because most of the tem-
St T Ho—H.) (11) perature differences between the two inlets are bigger than 1.5°C
mmin( si ei)

and/or the humidity differences are greater than 3.4 g/kg. Before
whereH is the specific enthalpy of air, and it is calculated[BY the test, tracer gas is used to detect the cross-over of air streams.
H=cpaT+w(2501+1.86T) (12) The membranes used are a novel hydrophilic polymer mem-
o brane developed and supplied by one of our vendors. It is a modi-
whereTis in °C. fication of poly(vinylchloride) PVC) membrane by cross-linking
The third term in Eq.(12) usually has a less than 3 percent; \ith a selective coating and a 0.2m pore diameter porous
effect, thus it can b_e_neglected. Then the enthalpy eﬁeCt'VemfﬁfSe material. The final membrane thickness isu2® and the
can be further simplified as composite material has an average degree of polymerization of
este H* 480. For the applications of such membranes in heat and moisture
ST 1 Hr (13) transfer, the influences of the microstructure on the performance
are reflected by the sorption curve of the mats(iraluding shape
and sorption potentialand the diffusivity of water in membrane.
2501 wgi— we)) ® The sorption curve for the membrane material is measured in a
H*= ——————~2501-— (14)  constant temperature and humidity chamber and is shown in Fig.
Cpa(Tsi ™ Te) AT 3. As can be seen, it is a third-t i i
. , ype sorption curve that is more
whereH* is essentially a ratio of latent to sensible energy differsensitive to humidity with increasing humidities. For this material,
ences between the inlets of two air streams flowing through tige=2.5, w,,,,,=0.23 kg/kg. The effective diffusivity is found to be
enthalpy exchangek™ can in theory vary from-c to +, but 2 16x10 8 kgm 1s ! from the product manual.
varies typically from—6 to +6 for enthalpy recovery in HVAC  The configurations of the membrane exchanger are: width, 0.5
applications. From above equation, it is clear that the total epy. |ength, 0.5 m: number of membranes for each side, 15; height

thalpy eﬁectivengss is not a simple algebraic average of sensigﬁﬂow channels, 5 mm. The exchanger is in cross-flow arrange-
and latent effectiveness. Whet* =1, e =(este)/2. AS H*  ments for easy of sealing and construction.

—0, gir—EL; as H =0, gor—eg; @as H — — 1, gigi—*0.

where

3 Experimental

Enthalpy exchange experiments were performed on a cross-
flow membrane exchanger with the apparatus shown schem~* 25
cally in Fig. 2. The supply air flows from a compressed air bottl
and the exhaust air is supplied from a large humidity and tempe!
ture chamber. For the supply air, humidity is adjusted to the d 0.2
sired point by humidifying air through a bubbler immersed in
bottle of water and subsequently mixing it with a dry air strean
The temperature is controlled to the desired point by a hot waiz, 0.15
bath. The experimental effectiveness is obtained by measuring —%40
temperatures and humidities at the inlets and outlets of two i
streams. Temperature is measured by platinum resistance ande 0.1
midity is measured by chilled-mirror dew point meter. Air mas:
flow rate is measured and controlled at two values: 0.01 kg/s a
0.05 kg/s. The uncertainties of measurement are: 0.2°C for te
perature; 2 percent for humidity; and 5—10 percent for air flo)
rate. The maximum uncertainties for the tested sensible effecti
ness are: 16.8 percent for air mass flow rate of 0.01 kg/s and 1.
percent for 0.05 kg/s flow rate respectively. The maximum unce 0 02 0.4 0.6 0.8 1
tainties for the latent effectiveness are 9.8 percent for air me ¢
flow rate of 0.01 kg/s and 5.2 percent for 0.05 kg/s respectively. A
large fraction of the uncertainties came from the uncertainties fiily. 3 Sorption curve for the membrane material, Cc=25,
air-flow-rate measurement. However, for most of the test results,,,,=0.22

0.05

1] y g 8 g g 3 3 § g 3 3 3 B 4 2 2 2 § 2 L A &
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4 Development of Effectiveness Correlations or

A total number of transfer units is used to reflect the sensible
heat transfer in an exchanger. For the membrane exchanger that
has equal area on both sides, the total number of transfer units \diere
sensible heat is

rhW= U (05— we)

1 1
-1

Yior=U =+ YmtT — (26)

NTU= oY T ke ™ ke

(mcpa)min and
whereU is the total heat transfer coefficient. Its general form is "
13 1

1 6 1)1 Y= 7 — (27)

U= he Tt he (15) Dwm e(—szsmm(‘?_a)

(9(].’) ms

The term in the middle is the thermal resistance of membrane,
which value is around 0.005 %/kW. Other two terms are con- It is indicated thaty,, the total moisture transfer resistance,
vective thermal resistance. Their values are in the order of #@s an expression similar to thermal resistance where the first and
m?K/kW, or 8000 times larger than membrane resistance. Theite third term are the convective resistance on the supply side and
fore, membrane resistance for heat transfer can be neglected. exhaust side respectively. The middle terpy,, is the moisture

The sensible effectiveness is a function of two dimensionleg#fusive resistance in membrarig, can be called the total mois-
parameters, NTU ani; = (MCp,) min/(MCyamax. the ratio of mini-  ture transfer coefficient for the device.
mum to maximum heat capacity rate of two air streams. For un-The differentiation of Eq(6) gives
mixed cross flow, it can be expressed|4g]

0.78% o6 WinaiC (28)
exp(—NTU” -1 T T _crc 242
o 1—ex i Y Y (16) 96 (1—-C+Cld)’d
NTU %2R, N
) - o The Eq.(27) can be further simplified as
This empirical equation is fairly accurate except at the extremes of
the variables. _ 6
A form similar to Eq.(16) for latent effectiveness may be de- 7m_Dwm ¥ (29)
rived if the moisture resistance for membrane could be clarified
and estimated. 10°(1—-C+Cl ¢)*¢?
The moisture flow rate through the membrane can also be ex- = ey, ¢ ‘ (30)
ma:
pressed as ms
o=k _ =K _ 17 where the coefficient of diffusive resistance for membrafes
=Kl @5 ™ @me) =Kol e we) (@7 co-determined by the operating conditions and the slope of sorp-
[ a6 tion curves of membrane material.
Ome= 9ms+ﬁ Agp= '9ms+£ (pme= Pmo  (18) Similar to the definition of total number of transfer units for
ms ms heat, the total number of transfer units for moisture can be written
Substituting Eq(18) into Eq. (5), we have as
Dwm( a6 AU
my=——|— — 19 NTU, =— 31
=5 | 5g) (bms b (19) T (31)

Using Clapeyron equation to represent the saturation vapor presThe comparison of total transfer units for moisture and sensible
sure and assuming a standard atmospheric pressure of 10132%hd, assuming equal specific heats for two air streams, gives
gives the relation between humidity and relative humidity as

NTU, U,cpa
G SPUTH273.8 = __-"pa (32)
; = T— 161(;5 (20) NTU U
) ) ) ) Substituting Eqs(15), (26), (27), into Eq.(32) suggests that
where the second term on the right side of the equation will gen-
erally have less than a 5 percent effect, thus it can be neglected. hg\ 6hg
Thus the relation betwee#h and w is expressed by + E N
5294(T+273.15 B= = (33)
. 21 )
¢ 1P ) (22) 1+ h. + D, kg
Substituting Eq(21) into Eg. (19), we have where, he/\) is several orders smaller than other terms, mainly
D 90\  @5204(T+273.18 due to the small thickness of membranes, so it can be neglected.
mw:%‘(ﬁ) T(wms_ o) (22) The above equation can be further simplified into
ms
h
From Eq.(17), two equations can be deduced 1+ h—s>
. _ e
Oms= 05— My, /Kg (23) B=Thl (34)
: 1+ =+
®me= o+ my, /K. (24) he/  1/kg

Substituting above two equations into Hg2) to eliminate w,s
and o, gives

r.nW:_(ws_ W) (25)

Ytot

Journal of Heat Transfer

In most cases, the enthalpy recovery is implemented with bal-
anced flows, i.e., the two air streams have the same flow rates.
Therefore, the convective heat transfer coefficients would have
the same value on both sides of membrane result from similar
fluid fields. Consequently, E434) can be written in
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B=17a (35) [ FExact
where 08 X% Finite difference
3 L x
- C M
o f A Correlation A A
a=— (36) S~ B
Ye 3 06 L
2 z [
= ’ /
V=7 @37 =2 -
" ks 3 o4k AL axA
where vy, is the convective moisture transfer resistance, ansl " s A
the ratio of diffusive resistance to convective resistance for mer L x
brane. As can be seen, the total number of transfer units for mc 02 L X >o<x
ture can be estimated from the total number of transfer units f . £%
sensible heat, and ratio of diffusive to convective moisture resi C
tance. Ase—, NTU_— 0, no moisture can be permeated throug 0 Bt by 3 2 3 3 2 2 0 v s s a2

the membrane. In this case, the “membrane” is like a metal plat
On the other hand, ag—0, NTU —NTU, ¢ =¢€5. If a=1,
NTU, =NTU/2. Under the current operating conditions, the val
ues ofa vary from 2 to 10(see Fig. 6), which implies that mem-
brane resistance for moisture transfer cannot be neglected.

Similar to the deduction of Eq16) for sensible heat transfer
the correlation for latent effectiveness can be written as

(=

0.2 0.4 0.6 0.8

&, (Experimental)

Fig. 4 Calculated and experimental sensible effectiveness for
' a cross-flow membrane enthalpy exchanger

_ 0.78 y
sL—l—ex;{eXp( NTUP R, —1 @8)

NTU, %R,

—— Exact
NTU, =8-NTU (39)

0.8 x Finite difference

Ry = Mpin/ Mimax (40) A Correlation

0.6

1lated)

A more detailed set up of the analogy between E§8) and
(16) can be seen in the appendix. The latent effectiveness cor g
lations for other flow arrangements, such as concurrent flow a.=
counter flow, can also be derived from those corresponding cor~—
lations for sensible effectiveness, using the definition of (B).
The value of relative humidity of membrane in supply side, whic
is determined by latent effectivenegsermeation rate), needs to 0.2
be known before the calculation of diffusive resistance for men
brane y,, and the diffusive to convective ratia. Iterations are

0.4

g (Cal

X

performed to obtain a converged solution . 0 st a1
0.2 0.4 0.6 0.8

<

5 Results and Discussion &1 (Experimental)

To demonstrate the suitability of the correlations in predictingig. 5 Calculated and experimental latent effectiveness for a
the effectiveness, sensible and latent effectiveness are calcul&@gs-flow membrane enthalpy exchanger
with the proposed correlations and compared with experimental
results, as shown in Figs. 4 and 5 respectively. To make more
extensive comparisons, simulation results with a finite differenc
model proposed by Zhang and Jiarig] are also plotted in the
two figures. The uncertainty for the finite difference results is les
than 1 percent with a grid size of 2 mm. 12

From Figs. 4 and 5, it is obvious that both the sensible and tl
latent effectiveness are properly represented by the correlati
from the present study. The largest discrepancies between the |5
dictions by the correlation and the experimental data result fro
the cases with the smallest air flow rate, where the uncertainties 6
the experimental data are the biggest. The average errors betw
the predicted and experimental results are 7.3 percent and
percent for sensible and latent effectiveness respectively.

For a given exchanger, the sensible effectiveness is a fix
value at the specified flow rates. However the latent effectivene
will be affected by the two important dimensionless factors prc 0.2 0.4 0.6 0.8
posed in this study: the ratio of diffusive to convective resistanc ¢
(@), and the ratio of total number of transfer units of moisture to
that of sensiblég). The values ofr and B are in turn affected by Fig. 6 Variations of @ and g with increasing inlet relative hu-
the membrane material types and operating inlet conditions. Timiity for first-type (C=0.1) membrane material

0.6
0.5
0.4
03 =
——a

0.2

0.1

[\ +~

o0
TTTTITIISITEC RIS T I TN YT T,

Saasfaaaxiraaalassalasanlssan
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4 1 0.6
: \ gl * : 0.5 é [ S - /f +—C=0.1
i ; =~ F ——C=1
;b —p ] 08 3
[ . z 04 F ——C=10
- . 2 3
L b 0.6 £ 03 3
52 F ] a & " F
3 Ak —k——k——hk o O [
- 4 04 E 02 F
a1 - 8 :
P — o re . - < L
F ———————————— ~ ]
1 i 0.1 g
i 7 02 [
L : O'..-l.--l-.-l--.l-..
Y P S S A TP I I 0 0.2 0.4 0.6 0.8 1
0 0.2 0.4 0.6 0.8 1 Relative Humidity ¢
¢ Fig. 10 Latent effectiveness for three types of membranes,
NTU=4.2

Fig. 7 Variations of « and B with increasing inlet relative hu-
midity for linear type (C=1.0) membrane material

0.8 15 at 90 percent RH, while for third-type membranedecreases
] 4 from 8.6 at 10 percent RH to 0.4 at 90 percent RH. The bigger the
3 h «a, the larger theB and the latent effectiveness.
Figure 9 demonstrates the variations of NTUvhen NTU is
kept constant, with different inlet humidities. The value of NTU
decreases and increases for first-type and third-type material, with
increasing inlet humidity respectively. The trends of resulting la-
3k 104 = tent effectiveness are the same as those of NTwhich can be
deduced from Eq(31), see Fig. 10. For the linear type material,
the NTU_ and the latent effectiveness will not change with the
102 outside conditions. The number of transfer units for moisture
] —f3 would keep at 0.45 times of that for sensible heat for this material.
] The above discussions suggest that an enthalpy exchanger with
N P PR A, Y linear type membrane cores always performs better than those
with other membrane cores. For example, to obtain a latent effec-
0% 0% 40%  60% 80%  100% tiveness of 0.6 under an inlet humidity of 50 percent, NTU
) should be at least 2.0, which means that the minimum values of
NTU required for the exchanger are: 4.44 with linear type; 8 with
Fig. 8 Variations of « and B with increasing inlet relative hu- third-type; and 11.1 with first-type membrane. A smaller NTU
midity for third-type  (C=10) membrane material usually makes the enthalpy exchanger more compact and cheaper.

0.6

[\S] w E=N W N ~3 [ h=)
TrTyY T T T

—
TrTTTT
i

6 Conclusions

Enthalpy recovery with new hydrophilic membranes has poten-
tially extensive uses in energy efficient buildings. To evaluate the
system performance, the effectiveness correlations are proposed.
By separating the moisture resistance through membranes and
building up an analogy between the number of transfer units for
moisture and that for sensible heat, the latent effectiveness corre-
lation is written in a form very similar to the empirical correlation
for sensible effectiveness that can be easily found in many litera-
tures. A comparison with established experimental results shows
that the correlations correctly predict the influences of the design
variables on the performance of the membrane system. The stud-
0 ettt L ies also find that the ratio of diffusive to convective resistafage
02 0.4 0.6 08 1 determines the number of transfer units for moisture, with a fixed

value of the number of transfer units for sensible heat. The tatio
¢ reflects the couplings between the moisture transfer and the sorp-
) o ) ) o ) tion characteristics of membrane material and the operating con-
Fig. 9 Variations of NTU , with relative humidity for different ditions. For a given number of transfer units for sensible heat,
membranes, NTU =4.2 enthalpy exchangers with linear type membrane cores would have
the highest transfer units for moisture, which in return results in
the highest latent effectiveness.
variations ofa and 8 with increasing inlet relative humidities of
the supply air are plotted in Figs. 6—8, for three kinds of mem;
brane material that are most often used. Acknowledgment
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Nomenclature (MCpa)s ITs
5 dg=— —dxdy (A3)
A = transfer aregm?) Ve o OX
C = constant in sorptio? culrve i ST
Cp = spemﬂq heatkJkg™ .K* ) L dq=( Cpale —edxdy (Ad)
D,m = diffusivity of water in membranékgm™ "s™~) Xg Yy
H = specific enthalpykJ/kg) -
H* = ratio of latent to sensible energy differences be- - My dws A
tween the inlets of two air streams dmy Vg IX dxdy (A5)
h = convective heat transfer coefficie@lem*ZZK;l) .
k = convective mass transfer coefficidhkgm s ) . :E We
m = mass flow rate of air streantkg/s) - dmy Xg 9y dxdy (A6)
my = mass flow rate of moisture flogkgm “s™?) . .
NTVUV = number of transfer units 9 Combining Eqs(A1) and(A3) and then Eqs(Al) and(A4) gives
Nu = Nusselt number Uy aTs
n = number of channels - (Tg—To)=— X (A7)
R = ratio for heat/mass capacity (MCpa)s X
Sh = Sherwood number Uxe oT
T = temperature°C) . (Te=Te)= — (A8)
U = total heat transfer coeﬁiciemka*;Kll) (MCpa)e ay
U, = total mass transfer coefficietkgm s ) . Similarly, combining Eqs(A2) and (A5) and then Eqs(A2) and
Wnax = maximum water uptake of desiccaigkg -) (A6) gives
X,y = coordinategm)
x*, y* = nondimensional coordinates ULYr _ dog
- (05— 0g) =~ (A9)
xg = length of supply channdim) mg s e IX
ye = length of exhaust channéin)
Greek Letters Uixe Jwe
(05— we) = Y (A10)
¢ = coefficient of moisture diffusive resistance in mem- €
brane(CMDR) Differentiating Eqs.(A7) and (A8) with respect toy and x and
N = thermal conductivity of membrar(dx\{Vm‘lK‘l) taking their sum gives
# = moisture uptake in membrarikegkg ")
¢ = effectiveness .UXF a(Ts_Te) 4 _UyF a(Ts_ Te) _ az(Ts_Te)
y = resistancém’K/k W for thermal and rAs/kg for (MCpae X (MCpa)s Iy axay
moisture) (A11)
¢ = relative humidity _ . I .
5 — thickness of membran@n) Similarly, differentiating Eqs(AQ) and(A10)with respect toy and
. - x and taking their sum gives
® = moisture contentkg moisture/kg dry ajr
a = ][atio of dti)ffusive to convective moisture resistance U Xg d(ws— we) N ULye d(ws—we) P(ws— we)
or membrane : - ==
B = ratio of total number of transfer units for moisture to Me x Ms % Ixay (A12)
that for sensible heat
S . Let dimensionless variables
ubscripts
— ai T—T Ws— @ X
a_ air ] 01: s e’ 02:¥, X*:—, y*:l
c = convective Tgi—Tei Wi~ Wej X YrF
e = exhaust
i = inlet and substituting in EqgAl11), (A12),
L = latent, moisture Ux 96, Ux 90 520
m = membrane, diffusive XY j Y iz—*—l* (A13)
s = supply, sensible (MCpa)e IX*  (MCpa)s Y Ix*ay
0 = outlet 2
U, x a6, U.x a6 9°6
tot = total SR 0% | DURYE 0% 902 a1y
w = water me X mg dy ax* gy
with
Appendix
PP . . . UXeYE UXeYE
Deduction of effectiveness correlations NTUaZ(mC X NTUbZ(mC x
Considering a cross-flow membrane exchanger with only one pa‘e pa’s
flow channel. At any point in the exchanger a heat and mass U XeYr U XY
balance for an infinitely small volumexdy can be written from NTULa:m—, NTU = n
Eg. (15) and Eq.(25) as e s
dq=U(T.—T.)dxdy (A1) Egs.(A13) and(A14) become
: a6 a6 %0
dmy=U (05— we)dxdy (A2) NTU— 5+ NTUp= 5 4 = =0 (A15)
Equation(Al)is a basic heat transfer equation, and &) has y y
been widely employed as a mass permeation model through a y 36, 526,
membrane in chemical industf9]. NTUL3W+NTULbW+ Xy =0 (A16)
Across the elementsz andyg units in length the energy and
moisture balances yield Initial condition: 6,(0,0)= 0,(0,0)=1
928 / Vol. 124, OCTOBER 2002 Transactions of the ASME
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Mason[20] obtained a solution for EA15)in the form of an
infinite series by employing the Laplace transformation as follow-

Similarly, for moisture effectiveness, we have

©

ing: . 7 (NTU
% (NTU )(NTU )X*y* n eL= —R (NTU 2 NTULE
’ n=0 (nl)
(AL7) X{l—e" Rz(NTUL)E w (A27)

|
Since Eqs.(A15) and (A16) are the same form of differential m

equations. They are identical if NTUs replaced by NTY, and
NTU, by NTU,,. Therefore, the solution to EqA16) can be
written as

We can see at this step that the moisture effectiveness has the
same form of expression with sensible effectiveness. The only
differences are that NTU is replaced by NTEndR; is replaced

(X" Y ):e—(NTULa)y* +(NTULp)x* E

{(NTULa)(NTULb)X*y*r
n=0

(nh)?
(A18)

by R,.

For heat transfer, EqA26) is too complicated, since it has
infinite series. Therefore, Kays and Londf1 ] used following
empirical equation to represent the sensible effectiveness as

The overall heat transferred in the exchanger is the integral of

Eq. (A17)

11
Q:UXFyF(Tsi_Tei)fo fo O,(x*,y*)dx*dy*  (A19)

(A28)

L exp(— Ry (NTU%8—1
e R,NTU 02

Similarly, Eq.(27), which is similar to Eq(26), could be approxi-

The overall moisture transferred in the exchanger is the integrafted with

of Eq. (A18)

11
W:ULXFyF(wsi_wei)f f O,(x*,y*)dx*dy* (A20)
0Jo

If we define
Ux U X
NTU= —FyF NTUL:'_-_FyF
(mcpa)min (m)min
(mcpa)min I:nmin
1 (mea max mmax

QI_J j O,(x*,y*)dx* dy*,

Qz—f f o(X*,y*)dx* dy*

My
Eg= = gL =
s (mcpa)min(Tsi_Tei) - mmin(wsi_wei)
then
es=NTUQ, (A21)
e =NTU. Q, (A22)
Q,= WZ (NTU,f(NTU,)  (A23)
O,= 1 i f(NTU_ o f(NTU A24
2= (NTU_)(NTU,p) & ( La) f( ) (A24)
where
n m
= _e ¢ _—
f(z)=1-e 24 (A25)
There are two cases:
If (MCpa)e=(MCp)min, then NTU=NTU, and NTU,
=R;NTU
NTU,

If (MCpa)e=(MCpa)max, then NTU=R;NTU, and
NTU

In both cases, EqA21) can be replaced by the relationship

n

1 - (NTU)
e —NTU
T Ry(NTU) Eo 2
n
R,(NTU)]™
X 1_e*R1(NTU>2 % (A26)
m=0 :
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exp(— R,NTUY ™8 —1
8|_=1—9XF{ P RNTUL (A29)

R,NTU, %4
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Peter Griffith neously in the adjacent (natural convection) boundary layer. A methodology to determine
whether or not homogeneous nucleation in the boundary layer is possible is presented
here. Temperature and concentration profiles in the boundary layer are computed under
the assumption that homogeneous nucleation does not occur. If, under this assumption,
supersaturation does not occur, homogeneous nucleation is impossible. If supersaturation
is present, homogeneous nucleation may or may not occur depending on the amount of
metastability the solution can tolerate. It is shown that the Lewis number is the critical
solution property in determining whether or not homogeneous nucleation is possible and
a simple formula is developed to predict the Lewis number below which homogeneous
nucleation is impossible for a given solubility boundary and set of operating conditions.
Finally, the theory is shown to be consistent with experimental observations for which
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Introduction rate of salt on the cylinder is the sum of the deposition rate at the
salt layer-solution interfac€SLSI) formed on the cylinder plus

hat within the porous salt layer. The dominant transport mode for
éSosition at the SLSI idaminar)natural convectioh3]. Depo-
sition rates at the SLSI have been computed by Hodes £2,8l}

der the assumption that dissolved salt is transported to it by

olecular diffusion (with advection) and that it subsequently
S . ) ucleates heterogeneously. A methodology to determine whether
mercialization of SCWO continues to be hindered by scaig no homogeneous nucleation in the boundary layer is possible
buildup (fouling) by “sticky” salts. (See, for example, Shaw andjs hresented here and applied to the experimental conditions.
Dahmen(6].) Various salts are commonly present in SCWO feeds \qjecular diffusion coefficients for salts in supercritical water
or produced during neutralization of halogen-containing wasteBcw) are necessary to calculate deposition rates in SCWO sys-
These salts precipitate from solution due to the low dielectrigms and compute the solution Lewis numbers needed to apply the
constant of water at SCWO conditions. Precipitated salts can foggyjts developed below. Butenhoff et f8] measured the mo-
agglomerates and coat internal surfaces and, if left uncontrollggeyar diffusion coefficient of sodium nitrate in SCW. It ranged,
plug SCWO reactors or transport lines. _ for example, from 1.0610 8 to 2.1710 & m?/sec as pressure

Recently, rates of deposition from aqueous salt solutions 0,35 increased from 271.6 to 600.0 bar at 400fCai 1 nolal
heated cylinder at near-supercritical conditions have been megq,eous sodium nitrate solution. These are the only data available
sured by Hodes et a[1,3] in the (visually accessibletest cell for molecular diffusion coefficients of salts in SCW. Lamb et al.
described by Hurst et al.7]. The solutions were preheated tqg9] measured the self diffusion coefficient in SCW over the 400 to
about 5°C beIOW the Solublhty temperature Correspondlng to t%0°c temperature range and 199 to 1459 bar pressure range.
concentration of salt in the bulk solution surrounding the cylindayjolecular diffusion coefficients in gases and liquids are normally
and the temperature of the cylinder was increased beyond tgi$ the order of 10° and 10°° m?/s, respectively10]; and those
solubility temperature to drive deposition. The total depositiopeasured by Butenhoff et 48] and Lamb et al[9] in SCW lie
- between those for gases and liquids. Butenhoff gtgdlalso mea-

1Current address is: Bell Laboratories, Lucent Technologies, 700 Mountain Avgyred the thermal diffusivity of the sodium nitrate-water solutions.

Rm. 1C-433A, Murray Hill, NJ 07974, Hodes@Iucent.com : _
Contributed by the Heat Transfer Division for publication in tf@JBNAL OF Lewis numbers were between about 5 and 7 throughout the tem

HEAT TRANSFER Manuscript received by the Heat Transfer Division October 20perature(400—500°C), pressur€270-1000 barand concentra-

2000; revision received April 18, 2002. Associate Editor: J. Georgiadis. tion (0.25-3.0 molalspace investigated by Butenhoff et (8.

Supercritical Water OxidatiofSCWO), oxidation in water at
temperatures and pressures exceeding the critical temperai
(374°C)and critical pressuré221 bar)of pure water, is an effec-
tive technology for the remediation of hazardous organic wast
Reviews of SCWO technology have been provided by Tester et
[4] and, more recently, by Gloyna and [%]. Widespread com-
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Interface Condition & one phase fluid region from a solid-fluid region. The phase bound-
Bulk Condition ® ary shown is linear, but the physics elucidated here also apply to a
\\\/Solubﬂity Line phas_e_ boundary with curvature. _Throughout this paper, sat_uration
Ry Le o conditions are assumed to exist at the SLSI. Trajectories of
temperature-concentratiom (C) states connecting the bulk and
- Imaximum SLSI conditions corresponding to solution Lewis numbers of 0, 1,
e, super- ande are also shown in Fig. 1. Note that Fig. 1 does not corre-
. paturation. spond to a constant heat flux boundary condition at the SLSI
- because the temperature difference between the SLSI and bulk
Le—0 Le =1 Le o oo solution is then a function of the thermophysical properties of the
T ™ fluid, i.e., Lewis number, etc. This figure represents fixed tempera-
tures at the SLSI and bulk conditions.

The ratio of the thermal boundary layer thickness to the con-
centration boundary layer thickness scales apasitive) frac-
tional power of Lewis number. Consequently, as the Lewis num-
ber approaches zero, the thermal boundary layer thickness
becomes vanishingly small relative to the concentration boundary
layer thickness and safsolute) concentration decreases from its
bulk value to its SLSI value at the bulk temperature. Analogously,
temperature increases from its bulk value to its SLSI value at the
SLSI concentration. The Lec trajectory in Fig. 1 is analogous
to that for Le—0. The rectangle bounded by thet@and Le—x

-
s,

Le>0

Cc

Fig. 1 Loci of temperature-concentration states connecting

bulk and SLSI conditions for selected Lewis numbers. Below trajectories envelopes the physically plausibleq) states which
the solubility line is a one phase fluid region and above it a two may exist between the !9U|k apd SLSI conditions. Wh.en the Lers.
phase, solid-fluid region. number equals one, dimensionless salt concentration equals di-

mensionless temperature throughout the boundary layer and a
straight line connects the bulk and SLSI conditiofRigorously,
this assumes that the non-dimensional boundary conditions for the

ments to simulate the rapid precipitation of salts at typical Scwawergy.and Species equations are the s)ariﬁehqmogeneous
conditions. Measured particle diameters for sodium sulfate a cleation within the boundary layer is to be possible, the locus of

sodium chloride precipitates typically ranged from 1 to 20 mi( ,C) states within the boundary layer must cross the solubility

crons and 5 to 100 microns, respectively, for the flow conditioAg]e' Thus,l if tt.he phaS(te bounéilary is linear and<lle homoge-
investigated by Armellini et al[11]. Brownian diffusion coeffi- nelcf)us nluc ‘:'.a '03 IS no ?055' e. the bound | th it
cients of particles in this size range may be calculated from the nucieation does not occur in theé bounadary fayer, ne sa
Stokes-Einstein equation and are several orders of magnit centration corresponding to a given temperature must increase

smaller than the corresponding molecular diffusion coefficient%' h S°|Ut'°tn lt_'eWIE nun(]ber lbecausle tqf tr;e tr;‘adl#]:ed thllcbknesds of
Moreover, the laminar natural convection mass transfer coefficighf concentration boundary layer relative 1o the thermal boundary

(h,,) for transport of salt from the bulk solution to the SLSI scale Yer. Mor(.aover,. beyond some C”“C.?' Lewis numperCOLesaIt

as the mass diffusion coefficient to the 3/4 power. Thus, if md&oncentration will exceed the solubility concentration at the cor-
lecular clusters of salt nucleate homogeneously in the bounddRFPONding temperature; and supersaturation and/or homogeneous
Rucleation must occur. As the Lewis number is increased beyond

layer and grow to Brownian-sized particles which diffuse to tht - . o
SLSI, the deposition rate will be substantially slower than if salts critical value, the amount of potential supersaturation increases

molecules diffuse to the SLSI and then nucleate heterogeneougfyd: therefore, homogeneous nucleation becomes more likely. In
Even when both particles and molecules diffuse to the SLSI, offé limit as Le—c, all of the flow field surrounding the heated
expects that the deposition rate will be slower than for pure meévYlinder is at the. bulk concentration; hence, the level of potential
lecular diffusion because formation and growth of Brownian papuUPersaturation is at a maximum throughout the boundary layer.
ticles depletes the driving force for molecular diffusion. At sufficiently high Ievgls of gupersaturatlon, a metastable limit is
The potential for homogeneous nucleation of salt in the naturgiirPassed and salt will precipitate from solution; however, meta-
convection boundary layer around the SLSI is investigated hereSkble limits for solutes of interest are currently unavailable.
qualitative relationship between the Lewis number of the aqueous!f constant power is supplied to the cylinder and salt is allowed
salt solution, the phase boundary curve, and the potential for Hg-accumulate on it, the critical Lewis number will increase with
mogeneous nucleation is developed first. Then quantitative critefi@€ because the temperature of the SLSI decreases as its area
are developed in order to predict whether or not supersaturatiti§reases. Figure 2 shows three successive lociTo€) states
and/or homogeneous nucleation will occur within the boundagPnnecting a bulk condition to three respective SLSI conditions.
layer. The criteria are then applied to the conditions in the aforéhe loci were computed from the analysis presented below and
mentioned deposition experiments. Next, characteristics of aquerrespond to a solution for which E€100, Pr=0.72, an® (de-
ous salt solutions conducive to supersaturation and/or homodieed below)is of order 1.(The Prandtl number dfpure)water at
neous nucleation within the boundary layer are identified aradpressure of 250 bar is plotted in Fig. 3 by using thermophysical
specific solutions with such characteristics are discussed. Finaflyoperty data from the NIST Steam Tab[d®]. For temperatures
the results of a nucleation experiment using lithium carbonate awnging from 200°C to 700°C it is between 0.79 and 2.0, except in
presented. the interval from 376°C to 405°C where it increases to about 8 at
385°C.) At the highest SLSI temperature shown in Fig. 2, the
Qualitative Relationship Between Lewis Number and Lewis number of_the solution exceeds the criticaI_Lewis num_ber
. . and supersaturation and/or homogeneous nucleation occurs in the
Nucleation Mechanism boundary layer. As the deposition process continues, a condition is
Figure 1 illustrates the relationship between the Lewis numbegached such that the solution Lewis number equals the critical
of the aqueous salt solution, the phase boundary and the nudlewis number. Finally, at the lowest SLSI temperature, the solu-
ation mechanism in the boundary layer. It shows a bulk solutidion Lewis number is below the critical value and saturation con-
condition, SLSI condition and a phase boundary which separatediions exist only at the SLSI.

Armellini et al. [11] performed shock-crystallization experi-
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Solubility Boundary e
ML”“ - Bulk to SLSI Trajectory for Pr=0.72, Le = 100, N = O(1)

Interface Condition @
Bulk Condition @

Le=Le, o :”L"e“;ﬂ

Interface Conditions =
Bulk Condition e

c C
Fig. 2 Loci of (T,C) states connecting a bulk condition to Fig. 4 Hypothetical set of conditions for which supersatura-
three successive SLSI conditions. Loci correspond to Le =100,  {ion and/or homogeneous nucleation occurs in the boundary
Pr=0.72, and N=0[1] layer, but dT/dC|;<dT/dCl|sy,;

As steady-state conditions are approached, the SLSI concenf@uantitative Nucleation Criteria

tion approaches the_ b.UI.k concentration a_md the critical Lewis a sufficient criterion for supersaturation and/or homogeneous
number approaches infinity. Since the Lewis number of any SO'HUcIeation to occur in the boundary layer is ti&/dC in the

tion is finite, eventually salt must be transported to the SLSI Xy, ytion ot the SLSI exceedST/dC of the phase boundary at the
clusively by molecular diffusion. It is noted that, even if super LSl ie

saturation is not present in the natural convective boundary layer

formed adjacent to the nominal SLSI, nucleation is not necessarily dTl dT

confined to this nominal interface. Indeed, analyses suggest that a E‘ >E

significant amount of heterogeneous nucleation and deposition oc- i

curs within the porous salt layer formed around the heated cylipithough this criterion is necessary for supersaturation and/or ho-

der ([2,3]). The relationship between the solution Lewis numbegogeneous nucleation to occur for most systems, exceptions are

the phase boundary, and the nucleation mechanism also appliegdgsiple. A phase boundary and trajectory Q) states(at Pr

the analogous problem for which solubility increases with tem- , -, Le=100N=0 [1]) connecting bulk and SLSI conditions

B(rec:gfgrrﬁ ;nf%gs?grjrtﬁa'ﬂsor?EpOS'ted on a cooled cylinder as in %‘? which supersaturation and/or homogeneous nucleation must

: occur, but for which Eq. 1 is not satisfied, is shown in Fig. 4. In

the usual case for which Eq. 1 applies, it follows from the defini-
tions of the Nusselt and Sherwood numbers that the criterion for
supersaturation and/or homogeneous nucleation to occur is:

1)

satj

12
Nu, C;—CgdT
Sh " T,— T, dC @)
10 hy i~ 'B satj
In this paper, the SLSI is modeled as a constant temperature
vertical flat plate adjacent to a double-diffusive natural convection
« 8 boundary layer. Since saturation conditions are assumed at the
3 SLSI, its concentration is also constant. The boundary conditions
E in the bulk solution are constant temperature and concentration
_g 6 and it follows that the ratio NUSh, is a funclion of Le, Pr, andll
2 [13]. The dimensionless buoyancy parameteris, for a parcel of
g fluid adjacent to the plate, simply the ratio of the concentration
4 and temperature induced buoyancy forces, i.e.,
* R
) N= B*(pai=pax) ®)
B(T—T.)
wherep, is salt concentration in kg of salt pefrof solution. The
0 . 0 600 700 volumetric coefficient of thermal expansidp) and the species
0 100 200 300 400 3 expansion coefficient3*) are defined by
Temperature [°C]
1dp
Fig. 3 Prandtl number of pure water versus temperature at a B=- o aT (4)
pressure of 250 bar p P,C
932 / Vol. 124, OCTOBER 2002 Transactions of the ASME
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1dp PA™ PA

* = | 5 = 16
A P IPAl p 1 ®) Pon PAI~ PA (16)
and a convenient form of the Grashof number is Since, for Le—and Pr=0(1), the mass transfer boundary layer
is thin when compared with either the momentum or the thermal
gB(T,—T.)x® boundary layer thicknesses, the functifbfy) in Eq. 13 may be
Gr= » (6) expanded in a Taylor series in which only the first nonzero term is

_ _ _retained for the “inner” problem, i.e., within the mass transfer
For Le=1, the ratio S/Nu, scales as approximately the Lewispoundary layer. In terms of a new spatial variafte 7S¢, the
number to the 1/3 power and, thus, an appropriate expression é@ilarity formulation for the “inner” problem becomes
it is

d*f 1 " 2 Q5372 ~1 N
Nu,  Q az Z[F(0)]7 Sc™"+Sc [ dr+Ngal=0  (17)
= T T )
Sh, Le
~ d2¢T —lgn 2 d¢T —
where() is a weak function of Le, Pr, and. The critical Lewis dZ? + ELe (0)¢ dZ =0 (18)
number beyond which supersaturation and/or homogeneous nucle-
ation occurs becomes: d®p,n 3 de,a
—+ = f"(0)? =0 (19)
de? 2 d¢
o[ 0Ty 7° .
Ce= dT ®) Equation 17 shows that®*f/dz® is of order Sc! for N
(Ci—Cp) ac =<0O(1). Itfollows that the next term in the Taylor expansion for

satj f (in terms of ) is smaller by a factor of S€ and is therefore

When the solution Lewis number equalstiequals 1 for all Pr negligible in the limit as Ses». Equation 19 can therefore be
and N because the analogy between heat and mass transfer $gived for ¢, in terms of f”(0). Moreover,”(0) can be ob-
plies. At Pr=0.7 ancﬁ=0.5, which are characteristic of the afore-ta'r.]ed directly from the solu.tlon fpr the “outer” problem for
mentioned deposition experimengd,  equals 0.78 at Le=14.29 Which ¢&>1 and7=0 [1]. In this region,¢,,=0 so Egs. 11 and
based on the results of Gebhart and Ha&. (Q equals 0.86 for 12 become:

Pr=7.0,N=0.5 and Le=14.29, i.e., it is in the same range even 7+ 3ff"—2f'2+ $p1=0 (20)
for the maximum Prandtl number of SCW at a pressure of 250 , ,
bar.)Based on the foregoing values, it is reasonable to assume that ¢1+3Pif =0 (21)

Q) equals approximately 0.9 for<lLe<15, 1<Pr=10 andN supject to the boundary conditions 6mnd ¢ in Eq. 14. These

=0.5. However, for the deposition experiments, the critical valugguations are the conventional ones which apply in the absence of

of the Lewis number may be very much greater than 15 as showjass transfer and the tabulation of Geblfiad] provides values

below. Thus, an expression f6r has been developed for the casggy {7(0) as a function of Pr.

in which Le—. L _ _ To obtain the Sherwood number, Eq. 19 may be integrated once
Following Gebhart and Pefa3], it is convenient to introduce a 5 give

similarity variable,»

d 1
y [Gr |V j’"’* =K exp{ —5Sd"(0)¢° (22)
7=\ ©) 4
and then integrated again. Application of the boundary conditions
and to express the stream function in terms of it to the result of the second integration gives
er 1/4 © 1
V(x,y)=|4v v f(n) (10) K[ ex —Ef”(0)§3 d¢=-1 (23)
0
The momentum, energy and species equations then bécome or
£+ 3ff"—2f' 2+ -+ Nep,a=0 (11) -3 [f"(0)]*3
TR 2 (24)
&7+ 3Pif L =0 (12) (
, ) where the gamma functior’(z)) is defined agAbramowitz and
doat3Sd ¢, =0 (13)  stegun[15))
subject to *
IF'(z)=| t* e 'dt (25)
f(0)=f"(0)=1"(2)=1~¢(0)=1— ¢ ,a(0)= pr() 0
= $,a(*)=0 (14) Finally,
where dimensionless temperature and concentration are defined as _ Ipon 24
hm= —'DABﬁ—g oy (26)
T-T. y=0
¢T:Ti _Too (15) or
Sh,=0.62849f"(0)]*s*Gr/ (27)

2At the conditions in the deposition experiments, scale analysis shows that the .
Boussinesq approximation applies, the flow is quasi-steady, and the normal velocityThe effect of Prandtl number on the Sherwood number is em-

at the SLSI is negligibl¢3]. All of these assumptions are made by Gebhart and Pe in th n ' hart and Per rovi
[13]to arrive at Egs. 11 through 14. It is noted that the analysis by Gebhart and Pﬁedded the constarit’(0). Gebhart and Pe #13] provide

¢ i .
[13] was slightly more general. The approach adopted here corresponds to Geb(i:kto) for Pr_0-7 and 7.0 as 0.67890 and 0.45069 respectively.
and Pera’s result fon=0, P=1, andQ=0. The resulting Sherwood numbers are
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Table 1 Summary of € values and their ranges of applicability Table 2 Prediction of critical Lewis humbers at the beginning
of the deposition experiments and after 6 and 12 minutes of run

Pr | Sc Le N Q time. Relevant temperatures and concentrations at the begin-

All | Pr 1 All 1 ning of the experiments are also provided.

071100 | 1429 |05 |0.78 SALT |[Cin |To |T: Cgo | Cis | Lec at

0.7 | > 00 | =00 | O[1] | 0.72 - wth | °C | °C | wt%h WZ‘Z) 2:; 67,212121:)11

. NapS04 | 2 363.3 1373.2 | 1.51 | O. .8, 7.2, 18.

7.0 100.0 | 1429 ) 0.5 1 0.8 NapSO4 | 4 | 355.0 | 365.6 | 3.51 | 2.42 | 7.2, 12.1, 18.0

7.0 | 500 7143 1 0.5 0.83 NazS0O4 | 6 347.7 | 358.5 | 5.52 | 4.43 | 9.5, 17.8, 28.1

70| —oo|—oo | Of | 0.81 NapSOy | 8 | 340.8 | 352.4 | 7.54 | 6.29 | 9.7, 18.7, 30.5
KoSO4 | 2 374.7 | 383.9 | 1.64 | 0.76 | 132, 628, 2342
KsSO4 | 4 372.0 | 381.8 | 3.48 | 2.19 | 51, 222, 714
K2SO4 | 6 369.0 | 379.1 | 5.44 | 4.01 | 41, 177, 557

(28)

— 13 AL/4 _ N=
Sh=0.567L"Ra" for Pr=7.0, Le—s, N=0[1] Application of Theory to Experiments

29

(29) Based on the results of the preceding analyfeis, set equal to
Sherwood numbers at other Prandtl numbers may be compufed?2 to provide a conservative estimate of the minimum critical
using the tabulation of”(0) as a function of Prandtl number-€WiS numbers in the deposition experiments run by Hodes et al.
available in Gebhart et aJ14]. When the Lewis number equals 1] The calculations are conservative in thikts at least 0.72 in
one, the heat and mass transfer analogy applies ape iy, . At accordance with Table 1 and the critical Lewis number is propor-
Le=1 and Pr=Sc=0.7, for example, ShNu,=0.386R&* (Ge- tional to Q3. Based on the results of the Butenhoff et[8l] study

bhart and Perfl3]) and thus the constant in Eq. 28.536)is 39 discussed above, Lewis numbers of agueous sodium sulfate and

percent too high as a consequence of the Taylor series approxilﬂgt-as.s.ium sul_fate solut_ions are likely about o at the experimgntal
tion for f() in the “inner” region. Actually, a 39 percent error is conditions. Critical Lewis numbers at the beginning of the sodium

isinal I iderina that Sc i v 0.7. M thaulfate and potassium sulfate deposition experiments and 6 and 12
surprisingly small considering that Sc is only 0 oreover, %ﬂlnutes into each run are provided in Table 2. There is a modest

results of the Gebhart and PdiE3] study at, for example, RPr7 ) .
and Sc=500, may be used to validate Eq. 27 for high Sc numbefioss flow of aqueous salt solution past the heated cylinder and
) the “inlet” concentration of salt C;,) is that of the solution en-

When Eq. 27 is used, the constant which multlpllei"bs found fing the test cell. The values &, Cg, and T; have been

to be high by 1.9 percent, low by 0.3 percent, and low by 3.8 2 cted from the modeling results of Hod@3and Ty has been
percent forN equal to 0.5, 1, and 2 respectively relative to theneasured by Hodes et dli1]. At the beginning of the sodium
results of Gebhart and Pefa3]for Pr=7 and Sc=500. Values of syifate deposition experiments, the critical Lewis number ranges
Q) calculated from the foregoing results have been summarizedsjgm 4.8 to 9.7. It is unlikely that the Lewis numbers of the
Table 1. The most striking observation which emerges from thgueous sodium sulfate solutions substantially exceed 4.8, if at all.
comparison is the simple fact thét does not vary much. ~After 12 minutes of run time have elapsed, the critical Lewis
Given the value oK, Eq. 22 can also be integrated to providg,ympers range from 18.0 to 30.5. It is highly unlikely that the
the solute concentration profile in the boundary layer. The resultjigwis numbers of the aqueous sodium sulfate solutions are as
high as 18.0. Few, if any, particles were observed in the boundary
1 f"(0)Scy® ~ layer formed around the heated cylinder during the sodium sulfate
¢,,A=1—P(§,T) for Le—oo and N=0[1] deposition experimentéHodes[3]) which is consistent with the
\ (30) critical Lewis numbers in Table 2. At the beginning of the potas-
sium sulfate deposition experiments, the critical Lewis numbers

where P(a,x) is the incomplete gamma function defined by@n9e from 28 to 132. It is extremely unlikely that the Lewis
Abramowitz and Stegufil5]. Loci of temperature-concentrationnumbers of the agueous potassium sulfate solutions exceed 28.
states in the boundary layer may be computed from this resufflus the fact that particles were not observed during the potas-
together with those of Ostradii6] and others forg(T). Al-  SiUM sulfate deposition experiments is consistent with the theory.
though the asymptotic expressions for Sherwood nurter 27) The critical Lewis numbers as a function of run time corre-
and ¢, (Eq. 30)were developed in the limit as Le=, they also sponding to the experiments in which the sodium sulfate and po-
apply at physically realistic Le numbers. The form of the specid@Ssium sulfate concentrations in the inlet stream were 4 wt per-
equation given by Eq. 19 could, following t&que [17], have Cent are plotted in Fig. 5. After only thirty minutes the critical
been obtained by assuming a linear velocity profile in the concel€WiS number has increased by factors of about 6 and 250 at

tration boundary layer. This “leque approach” suggests a Ioro_conditions corresponding to the sodium sulfate and potassium sul-
fate runs, respectively. The increase in the critical Lewis number

efﬁf the potassium sulfate conditions over the same time interval is
. r?al_bstantially larger because the thermophysical properties of the

that the method cannot be appropriate if the concentration bou iuti ianificantly differeRte it h lo-
ary layer extends beyond the point at which the velocity is %?.u lons are signiticantly ditiéreritzven It homogeneous nucie
ion in the boundary layer were to occur at the beginning of a

maximum. Thus, a rough criterion may be obtained by using Eggnium sulfate experiment, it is evident from Fig. 5 that it would

30 to determine the thickness of the concentration boundary la Rl se lona before steady state conditions were reached. Homoge-
(by determining the value of $&0)#* at which the dimension- g bel y . . : - Homog
neous nucleation could dramatically increase the time required to

less concentration is 0.Dand comparing the result with the value . o
of 7 at which the velocity is a maximum. This procedure require%SIabHSh steady state conditions, however. The very low Brown
that Sc exceed 8 for P10.7 and 25 for Pr=7.0. In each case, the——

value is rather modest. This is consistent with the observatl%n Bqt_h experiments were run at a pressure of 250 bar which is substantially above
e critical pressure of pure waté221 bar). However, the temperature of the potas-

above. that the Sherwood number expression given by Eg. 28qj{$ sulfate solution around the heated cylinder is very close to the critical tempera-
“surprisingly” accurate even at PrSc=0.7. ture of pure watet374°C)as per Table 2.
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Fig. 5 Critical Lewis number as a function of time for the so- Fig. 7 Trajectories of (T,C) states connecting bulk and SLSI
dium sulfate and potassium sulfate deposition experiments in conditions at the beginning of the potassium sulfate deposition
which the concentration of salt in the inlet stream was 4 wt experiments for which  C;, equals 4 wt percent. Unlabeled tra-
percent jectories correspond to Le =7.2, 15, 25, and 50 respectively be-
tween the Le=1 and Le=100 trajectories.
ian diffusion coefficients of particles would substantially retard .
i . ) dT Q T,—-Tg
deposition until enough salt accrued on the heated cylinder for the — = (31)
nucleation mechanism to be predominantly heterogeneous. dc ; Le”Ci—Cg

Trajectories of temperature-composition states which conneg
the bulk solution condition to the SLSI condition when the inlet’ 4 tq,r partial trajectories between+@ and Le=100 in Fig.

concentration of sodium sulfate or potassium sulfate in the inlﬁtcorrespond to Le7.2, 15, 25, and 50 respectively. The critical

§rtrrleatr)‘n|\|ivas(;‘rsvvl_tsplerce3_t are plﬁtted in Figs. 6 ‘an 7hrel33pe(.:tivﬁ_)éwis number at the beginning of tlté wt percent inlet concen-
¢ i ulk-anc ?/‘\)/2 't'or?sf own corrsspofnhto { Ie . eg.'nT tion) sodium sulfate deposition experiments equals 7.2 as indi-
ofthe experiments. When the Lewis number of the solution is ted in the figure. It is likely that the Lewis number of the aque-

or larger, we assume that Eq. 30 applies and plot complete traj%-

. . . . : . s sodium sulfate solution is about equal to this critical Lewis
tories (fo_r Pr=0.72); otherwise, partial trajectories are plotted bMumber and this is consistent with few, and often zero, particles
expressing Eq. 7 as:

being observed in the sodium sulfate deposition experiments. The
three partial trajectories shown in Fig. 7 for the potassium sulfate
experiments between kel and Le=100 correspond to Le=15,
50.6, and 75 respectively. The critical Lewis number is 50.6. The

hereQ is set equal to 0.72.

370 Interface Conditions actual Lewis number of the aqueous potassium sulfate solution is
Bulk Condition e likely to be much less than this value and, thus, the fact that
%8 Solubility Curve particles were not observed during the potassium sulfate deposi-
”\J\k tion runs is consistent with the nucleation theory. It is noted that
366 Ty Le oo even at a Lewis number equal to 1000, less than 2°@adsible)
Le = 100 supersaturation is predicted and therefore homogeneous nucle-
364 o ation may not occur.
& 362 N , -
<. R Candidates for Homogeneous Nucleation
le—>0 le=1 Le — oo e
= 360 h Since high Lewis number aqueous salt solutions are conducive
to supersaturation and/or homogeneous nucleation in the bound-
358 ary layer, large molecular diameter/mass salts are prime candi-
dates for homogeneous nucleation. The uranyl fluoride-water
356 1 (UO,F,-H,0) system, for example, is one worthy of consider-
a0 ation. Uranyl fluoride is a rather large molecule with a molecular
354 ¢ mass of 308.02 gm/gmol as compared to 142.04 and 174.27 gm/
gmol for sodium sulfate and potassium sulfate respectively and all
352 three salts precipitate from solution at similar temperatures. Thus,
2 25 2 85 4 it is likely that the Lewis numbers of aqueous uranyl fluoride
wt% Na,SO, tis lkely d y

solutions exceed those of aqueous sodium sulfate and potassium
sulfate solutions, making supersaturation and/or homogeneous

Fig. 6 Trajectories of (T,C) states connecting bulk and SLSI . . -
g ! (1,) g nucleation more likely as well. Marshall et §1.8] determined the

conditions at the beginning of the sodium sulfate deposition

experiments for which  C;, equals 4 wt percent. Unlabeled tra- temperature-composition  equilibrium  diagram  for  the
jectories correspond to Le =15, 50.6, and 75, respectively, be- ~ UO,F,-H,0O system and Hodel3] outlines how nucleation ex-
tween the Le=1 and Le=100 trajectories. periments could be performed.
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Fig. 8 Idealized phase boundary conducive to homogeneous Fig. 9 Lanthanum selenate solubility data  (Friend [21]) and
nucleation in the boundary layer and trajectories connecting trajectories connecting bulk and SLSI conditions at Le =1, Le
bulk and SLSI conditions for Le =1 and Le—x =60, and Le—x

Generally, Lewis numbers of binary gas mixtures are about twscted to become supersaturated and/or nucleate homogeneously
orders of magnitude smaller than those of binary liquid solutions the boundary layer. The measured bulk solution and cylinder

For example, Lewis numbers of mixtures of air with various spgemperatures have an uncertainty 04.2°C and the uncertainty
cies are of order 1, while those of ordinary aqueous solutions aethe cell pressure measurementti®.15 MPa([3]).
of order 100([13]). Hence, salts which precipitate from aqueous An aqueous lithium carbonaté wt percentsolution preheated

solutions at liquid-like densities are prime candidates to homoge- 53°C was circulated through the flow system described by

neously nucleate in the boundary layer. The solubility of maniurst et al.[7] in which the test cell was visually accessible and
salts in water decreases substantially over temperature rangesilheninated by white light.(The pressure in the experiment was
low 150°C, i.e., at liquid-like conditions. Some examples includ250 bar.)Power supplied to the heated cylinder within the bulk

sodium orthophosphafédNa;sPO,], magnesium sulfattMgSQ,],  solution increased the measured surface temperature to about

lanthanum selenate[La,(SeQ)3] and lithium carbonate 71°C and the SLSI condition which would be achieved if deposi-

[Li,COs] (Linke [19]; Stephen and Steph€20]). The latter two tion were to occur in the absence of homogeneous nucleation is

salts are subsequently discussed in some detail. In addition to kaeeled “Theoretical Initial SLSI Condition” in Fig. 10. A trajec-

Lewis number of the aqueous salt solution, the phase boundawyy corresponding to L.e60 and Pr=2 which connects the initial

can also dramatically affect the probability that salt will homogebulk and theoretical initial SLSI conditions is also show&ince

neously nucleate in the boundary layer. The shape of the hypithium carbonate precipitates from solution at liquid-like densi-

thetical phase boundary shown in Fig. 8, for example, is eXes, a Lewis number of at least 60 is a reasonable expectatibn.

tremely conducive to homogeneous nucleation. Interestingly, the

shape of this idealized phase boundary is identical to that of the

Le—0 trajectory connecting bulk and SLSI conditions shown in 160 Solubility Data ~—0—

Fig. 1 Initial Bulk Condition e
L - . . Theoretical Initial SLSI Condition =
The solubility of lanthanum selenate in water was determined 140 Pr = 2 and Le = 60 Trajectory

in a study by Friend21]and is shown in Fig. 9(Pressures were SESUI";lfn';g;ff&:ggf‘cgggfg%ggggggg"(ﬁ’? 08 -

not reported.)The phase boundary mimics the idealized phase

boundary in Fig. 8 to a significant degree. Moreover, lanthanum 120

selenate is a very large molecule with a molecular mass of 706.69

gm/gmol. Trajectories which connect a bulk condition to a SLSI

condition corresponding to Izl and Le=60 are also shown in 5‘100 . o

Fig. 9. To compute the 60 trajectory, the solution Prandtl 2. "

number was set equal to 2 which is that of pure water in the ™ go Ma,

relevant temperature rang@hus Sc=120 and Eq. 30 is valid. .

Even at a Lewis number of one, supersaturation and/or homoge- T,

neous nucleation is expected to occur. Given the very large size of 60 .

the lanthanum selenate molecule, a Lewis number of 60 or higher ..

is quite likely. At a Lewis number of 60, 20°C of supersaturation 40 ",

would occur at the proposed conditions in the absence of homo- ‘xm
geneous nucleation in the boundary layer. Thus lanthanum sel- -\
enate is a prime candidate to nucleate homogeneously in the 2006 07 o8 09 p o 12 13
boundary layer formed around the SLSI. Wt% Li,CO3

Linke [19] compiled the solubility data for lithium carbonate in
water shown in Fig. 10 from sources datl_ng back to the late 19%_ 10 Lithium carbonate solubility data  (Linke [19]) and tra-
century. Based on these data, a nucleation experiment was C@Btory connecting bulk and SLSI conditions at Le ~ =60. Solubil-
ducted in an effort to validate, at least for one salt, the theofty boundary separates one phase fluid region from two phase,
developed in this paper at conditions where a salt would be esclid-fluid region.
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Le=60, about 10°C of supersaturation is predicted to occur in the » = dimensionless similarity parametétq. 9)
absence of homogeneous nucleation. However, deposition and/ory = kinematic viscosityfm%/s]

nucleation were not observed at these conditions during one hourQ) = Nu,Le%Sh,

of elapsed time. Metastability within the aqueous lithium carbon- p = density[kg/m’]

ate solution may explain why deposition and/or nucleation werep, = solute(salt) concentratiofkg A/m°]

not observed at these conditions. Thus, in an effort to overcomg, , = dimensionless salt concentration
metastability in case it were present, the bulk temperature of thep; = dimensionless temperature

solution in the cell was gradually ramped upward at the rate ¥ = stream functiofm?s]

of approximately 1°C/min. At a bulk temperature of about 99°C ¢ = spatial variable Sc%)

and heated cylinder surface temperature of about 117°C, dep(%ij-b it

tion began. Moreover, bright bursts of light were observed arou SCrIpts
the heated cylinder and especially in the plume above it at a A = salt component of solution
frequency of about 0.5—3 hertz throughout the deposition processB = bulk

which was allowed to continue for about one hour. Very probably, ¢ = critical

the bright bursts of light were reflected from lithium carbonate i salt layer-solution interfacéSLSI)
particles which homogeneously nucleated in the boundary layerin = inlet to test cell

Nothing resembling these bright bursts of light was observed o = beginning of experiment

during the sodium sulfate and potassium sulfate deposition P = pressure

experiments. sat = saturation
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Thermal Aspects in the
Continuous Chemical Vapor
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Soongsil University, This paper deals with the continuous chemical vapor deposition of silicon in a horizontal
Seoul 156-743, Korea cold wall reactor, paying special attention to a moving susceptor. A two-dimensional
numerical model, which accounts for variable properties, thermal diffusion, radiative heat

Yogesh Jaluria exchange among surfaces, and conjugate heat transfer between the gas and susceptor, is
. Fellow ASME developed and validated. Scale analysis for the susceptor energy balance enables the
e-mail: jaluria@ove. rutgers.edu identification of the characteristic parameters and the prediction of their qualitative ef-
Department of Mechanical fects before carrying out a detailed analysis. The results from the scale analysis are found
and Aerospace Engineering, to be consistent with the numerical predictions. The results show that the present continu-
Rutgers, The State University of New Jersey, ous system is characterized by two newly defined parameters: conductance ratio and

New Brunswick, NJ 08854 susceptor parameter. A pair of performance curves that relate the deposition efficiency to

each parameter successfully provide the susceptor-related design conditions. It is also
revealed that there exists an optimum length of heating zone that maximizes the deposition
efficiency. [DOI: 10.1115/1.1482084

Keywords: Conjugate, Heat Transfer, Mass Transfer, Radiation, Thin Films, Vapor
Deposition

Introduction works have addressed experimental conditions, film properties,
conceptual designs, or equipment development, but have lacked

Chemical vapor depositiofCVD) is an important method for . >
. A ) 7 detailed descriptions of processes and transport phenomena occur-
manufacturing thin films. Since thin films prepared by CVD haV'ra{n in the reactor, that are needed for appropriate understanding
many attractive features, such as large area coverage, good cor) ﬁ‘g modeling of continuous systems.

of film structure and composition, and conformal deposition, tHe Recently, Chiu and Jalurfdl0,11]have proposed two types of

technology is being employed in a variety of areas. Engmeem&%ntinuous CVD systems based on a horizontal reactor, modeled

applications include the fabrication of microelectronic circuits " . - .

. . . . . eposition processes, and assessed their feasibility as alternatives
wear- and corrosion-resistant coatings, recording media, soja : o> X
%batch processing. One of these systems, where a finite thickness

cells, and optical devices. In view of ever increasing demands : :
the deposition performance, one of the most important issuesg‘llf\s‘cemoIr moves along the reactor bottom wall in a straight chan

the future CVD technology is the productivity. The requirement %;lcnogzlgngﬂtr?aigsvﬂsl%rliE%Te‘ermhatléglgpéergggg m(r)égllfjlgi);:blethe
higher throughputs necessitates new or refined designs in C y : pt Pe n, p 9
systems concern with downtime. Moreover, film uniformity is not of pri-

Y X mary concern since the susceptor moving at a constant speed,

From the viewpoint of processing, most of the previous studies ) "

on CVD have dealt with batch systems, where a limited number 8?der steady state, experiences _the same amount of dep‘.’s't'on
’ . ver the entire reactor length. This system resembles practically
substrates or wafers placed on a stationary or rotating suscep 9L d iniector-based atmospheric CVD reagicr 13]in that the
are processed at one time. A number of existing reactors that h%\z%moLI adopt a movin psusce tor. on Whi’Ch wafers areycon-
evolved to meet the requirements, especially deposition unif rﬁuouslyyand (F:)ompactly ?)Iaced Ft)o échieve uniform deposition
mity, arising from various applications belong to the same Cagp_d high throughput. Although some basic aspects have already

egory. Research efforts for modeling transport phenomena occ h Iy
gory g port p een presented, the continuous system needs to be revisited for

ring in these reactors and chemical reactions involved . . e
9 etter understanding of its nature and for obtaining the perfor-

deposition processes have been reviewed by Jensen [di]al. h teristi licable to desian. In addition. the effect
Kleijn [2], and Mahajaf3]. The productivity of batch processingmance. characteristics applicable to design. in adaition, the etiects
f conjugate heat transfer and susceptor motion need to be quan-

is essentially limited by downtime associated with product loa ied

ing, reactor startup, and shutdown. . . .
g b D Motivated by such necessity, the present study considers the

One of the ways to improve production throughput in CV| h H ' Al Th
systems is to adopt continuous processing. The feasibility angime continuous system as the previous WA The prospect .
af its adoption in the practical process seems to be encouraging

utility of continuous processing have been exploited in a numb L ) o
of industrial applications. Yamaji et 44] reported that their con- since it is simpler in layout than the injector-based reactor men-

tinuous CVD siliconizing line succeeded in the manufacture of ipned earlier. We investigate transport phenomena and chemical
silicon-coated steel sheet. Stevenson and Matti&lsuggested €actions accompanying the deposition process while paying spe-
design criteria for continuous processing of a plasma-assisiglg attention to the moving susceptor. The numerical model en-
physical vapor depositiofPVD) equipment through cost analysis.cOMPasses variable properties, thermal diffusion, radiative ex-
Onabe et al[6] prepared superconducting tapes using a continghange among surfa_ces, ar_1d conjugate heat transfer between _the
ous CVD technique. In addition, continuous CVD processing h&8S Phase and moving solid susceptor. A useful feature of this

been actively applied to coatings of gldg3and fibe8,9]. These WO'K lies in the use of scale analysis, as complementary to the
numerical simulation, in identifying the characteristic parameters

Contributed by the Heat Transfer Division for publication in tf@BNAL OF and analyzing the predicted results. In order to represent the per-

HEAT TRANSFER Manuscript received by the Heat Transfer Division August 17formance of continuous CVD processing, a deposition efficiency
2001; revision received March 19, 2002. Associate Editor: C. Amon. Is defined and interpreted. The characteristics and importance of
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enough, we can employ a two-dimensional model. In describing
two-dimensional steady-state transport phenomena occurring in

— Cold Reactor Wall at T, i .

— the reactor, some commonly accepted assumptions have been in-

. ng » ; y  troduced[1-3,14]. The flow is taken as laminar with negligible
e o #Emy) vBy) Ty elsy) viscous dissipation effects. Note that the present operating condi-

tions correspond to the Reynolds number of 32 when based on the
inlet conditions and channel height. The gases are regarded as
ideal and non-participating for thermal radiation. Since silane is
highly diluted in a single carrier gas, the dilute mixture approxi-
mation can be invoked. It is a known fact that variable property
and Soret effects are important in cold wall horizontal CVD reac-
tors [18]. Despite its negligible effect, the buoyancy term is re-
tained for the completeness of modeling.

In order to place the main focus on thermal characteristics as-
sociated with the susceptor motion, a simple, lumped overall sur-

newly defined parameters, as well as of performance curves &€ reaction is adopted, precluding complicated gas phase reac-
pressed as a function of these parameters, are discussed in ddi@fis- Although many studies aimed at developing CVD chemistry

The optimization of the process in terms of the heat supplied fodels for silicon deposition from silane-hydrogen have been car-
the system is also addressed. ried out, there is no established model that is commonly accepted

in this area and many uncertainties are involved in using the dif-
ferent modelqd14,18]. In conjunction with the present susceptor
arrangement, two additional issues need to be considered. One is
Physical System. The continuous CVD system dealt with inthat radiative loss from the susceptor surface is expected to be a
this study is depicted in Fig. 1. It is a horizontal reactor, where @minant heat transport mode when a prescribed heat flux is im-
finite thickness susceptor is allowed to move along the bottopesed from the bottom. The other is that conjugate heat exchange
wall. The moving finite thickness susceptor models the combinbetween the susceptor and gas phase may affect the surface tem-
tion of wafers(or substratespand a thin conveyor belt carrying perature at which chemical reaction takes place. For a proper pre-
compactly placed wafers on it. Continuous deposition processidigtion of deposition processes, both of these should be incorpo-
is made possible by such susceptor motion. Silicon deposititated in the model.
from silane(SiH,) diluted in hydroger(H,) carrier gas is chosen, Owing to the dilute mixture approach, the governing equations
not only because there have been extensive studies on its cheraigl boundary conditions are substantially simplified. A single
try [2,3,14-16], but also because experimental data for modwincentration equation is enough to describe mass transfer be-
validation are readily availablel7]. cause silane is the only gas species involved in the reaction. Since
Gases flow in and out of the reactor at the atmospheric pressgasneral versions of the formulation are available elsewhere
Po. Note here that continuously moving susceptors are partidi—3,14], specific equations applicable to the present system are
larly suited for atmospheric reactors due to easier sefligg3]. listed in the following:
The susceptor moves at a constant spegih the direction of

Susceptor Moving at ug

Insulated
L,

I R

Heating with Uniform Heat Flux
Ly

f L

Insulated

Fig. 1 Schematic of the present continuous chemical vapor
deposition system

Analysis

bulk gas flow. The bottom wall consists of three zones: entrance, d(pu) " d(pv) _ (1)
heating, and outlet, the first and last of which are thermally insu- IX ay

lated. A uniform heat flux is supplied to the susceptor through the

heating zone, enabling silane to react and deposit silicon onto the d(pue) " d(pv ) _ i(l‘% n i(rﬁ) S @)
surface. The upper reactor wall is composed of silica and mirror- X ay ax\ x| ay\  ay 4

like coating on the outer surface, being radiatively opaque. In
order to prevent unwanted deposition, the upper wall is wat]
cooled to the ambient temperature. Due to conduction and h

@QP source term§,, are defined as

Ihere the general dependent varialfiediffusion coefficientl’,

conveyed by the susceptor motion, chemical vapor deposition can é=u,0,T, and o )

take place all along the reactor length, which makes the length of

heating zone an important variable. For a given total heat input, as I'=pu,u,kicy, and pD 4)

an example, changes in the length of the heating zone give rise to

different temperature profiles, thereby altering the overall growth ¢ __ 9P 9 ( U} i( ) 29 L n

rates. T ox Cax\Pax] Tay\Pax) T 3 ax|[Mlox T ay
The present study focuses primarily on the moving susceptor. (5)

All operating conditions and geometric factors, except those rel-

evant to the susceptor, are fixed at typical valligls17,18]. The S,=— f+ i ‘7_“) " i( 3_”

reactor channel is taken as 0.02 m high by 0.7 m loHg(). ay  Ix 'u(?y ay ’“ay

Gas enters the reactor at the average velogity( of 0.175 m/s

underPy=1 atm andT,=300 K. The cold wall temperaturel ) _ E i[ (‘9_“ I '7_") } _ 6)

is also set at 300 K. The partial pressure of silaRg;(,) at the 39y # ax ay P9

inlet is taken as 124.1 Pa, from which the inlet mass fraatigiis K (9T dc JT ¢

calculated. A total heat inputy;) of 30 kW is chosen so that the :_2(_ P, _P) + @

susceptor surface temperature attains the experimental conditions CpldX ox  dy dy

in the presence of radiation heat excharid]. Finally, the

lengths of entrancel() and heating zoned. () are taken as 0.1 :i( DT‘””T N i( DT‘“” T) ®)

and 0.3 m, respectively, unless specified otherwise. “ o ox IX ay ay

Mathematical Model.  In horizontal CVD reactors two-
dimensional modeling is valid if the channel width-to-heigas-

While the flow and mass transfer equations are solved in the
gas phase onlyH,<y=<H +H), the energy equation applies to

pect)ratio is large and forced convection is dominpt®]. For the the combined susceptor-gas regions(¥y<H.+H) to incorporate
system under consideration, buoyancy effects were earlier showonjugate heat transfer. The boundary conditions are specified so
to be negligible.[11 Assuming that the present reactor is wideas to cope with such situations. At the inlet, the flow is assumed to
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be fully developed, giving rise to a parabolic profile. The suscep-
tor as well as the gas enter the reactor at the ambient temperature. R=
The flow, temperature, and concentration are regarded as fully 1+APy, T AsPsi,
developed at the exit, so that zero gradient conditions are appli .

there. At the susceptor surface, the gas obeys the dilute mixtéﬁgere the rate constant is
approximation, and a species balance on silane yields the mass r=1.25x10% 180 mol— Si/atm nis] (16)
transfer boundary condition. The upper wall is kept cold, and is

. - In most of stationary reactors, the deposition characteristics
regarded as impermeable. Those conditions are expressed as, f {1 P
lows: have been represented by the local film growth rate

rPsin,

[mol—Si/n?s] (15)

-~ ~ ~ G=(Mgi/pg)R 17
U= (BUag—3U9)(Y-¥2) +uy(1-9); v=0; T=Ty; , _ (Msilps) -G
This quantity needs to be modified to characterize the perfor-
w=w, at x=0 (9) mance in continuous processing. A dimensionless average growth
rate defined as
au—o- =0; ﬁT—o- aw—o t x=L 10 Gl
5_ , V=U, 5_ ’ 5_ a X= ( ) = pSiGL (18)
; JInT polavgwoH (Msi/Msip,)
w
u=ug; v=0; pD v +DTT= MSin% at y=Hg can take the place db. This parameter indicates the ratio of the
y y total deposition rate of silicon along the susceptor to the supply
(112) rate at the inlet. From its physical meaning,can be termed
T deposition efficiencyThe species conservation of silicdor si-
*ks@ =(qy Iin Le<x<L+Lj lane)allows us to evaluate it alternatively pk7,23].
Hg+H
s i puwl dy
and WZO elsewhere ay=0  (11b) n=1- T polmgooH (19)
Since the deposition efficiency includes reactor inlet conditions as
) alnT : d
u=0; v=0; T=Ty; pPD—+D"——=0 at u=H +H Well as the film growth rate, it can be used as a general perfor-
Iy ady mance index in CVD systems where film uniformity is not a ma-

(12)  jor concern.

wherey=(y—Hg)/H andq,,=Q;/Lj. _
Although several sophisticated models for radiation heat trarScale Analysis

faces at the ambient temperature, the reactor can be treated a eptor energy balance is carried out. This analysis is based on

enclos_tfjre. The susceptor surr]face needshto tf)eﬁubdipl/ide_d dl:]e 1qf8€assumption that the deposition performance depends primarily
nonuniform temperature, whereas each of the other isothergaf ihe sysceptor temperature, being independent of the species

suEgpgg IS ta.ke?] asdga single ar:ea elegmen}NJaae }he number of .,hcentration. Further assuming constant properties, the energy
subdivisions in the-direction, therN+3 surface elements Co”St"eq[uation for the moving susceptor can be rewritten as

tute the enclosure. Since the gases are nonparticipating, the ne

radiation method22] for an enclosure can be used to obtain the dTg PTy  6°T4
net radiative loss from each surface, for which both the upper (Pcp)susgzks W* ay? (20)

reactor wall and the susceptor surface are assumed to be opaque

and gray. The energy balance for surfade terms of radiosity is Where the subscrips is used to denote the susceptor. Equation

(20) is scaled as
N+3

1-¢,
+ F._. — )= T4 13 n(ATs)x (ATS)X (ATs)y

Qo,n e 121 n J(qo,n QO,]) oly (13) Pe 2 ~ 2 + Hg (21)
Once the radiosity, , is known, the net radiative loss; , is  This relation has two limiting cases depending on the magnitude
calculated by of Pe. From the inlet and outlet boundary conditions, the horizon-

1— tal temperature difference can be estimated A3 ¢f~Ts max
U o= Sn(aTﬁ—qO D (14) —T,. According to the basic assumptions mentioned here, it is

' €n ’ deduced that
This loss is incorporated into the energy equation via the source Ks ref Ts,max— To)
term asS, = — q, X (radiating area/volumén every susceptor sub- 7~ 95=—q L (22)
W

division located along the surface. Of courSg=0 elsewhere. _ ) N

» where the subscript ref designates the reference conditions. the

Deposition Model. In the present system, there are larg@cale of vertical temperature difference can be expressed in terms
temperature variations along the susceptor surface due to uneyethe supplied heat flux SATS),~auH./ks. Since the analysis

heating, motion, and inlet conditions. This means that the depogincedure is straightforward, only the final results are presented
tion process cannot be simply treated as diffusion-controlled. Algre, ie.,

though gas phase reactions were excluded, the silane concentra-

tion can be influenced by the surface boundary conditions. In view n~K™' for Pe<1 (23)
of these factors, it is necessary to adopt an overall surface reaction
that depends on the reactant concentration as well as the surface ~51 for Pesl (24)
temperature. The mechanism proposed by Claasen [eit5dland K

refined latef16]seems to meet the need. Then, the reaction rateNew dimensionless parametdtsand S are defined, respectively,
expressed as as
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ksHs 0.8 mrrrr

K= Ks refH s ref (25) L ————— present - original E

—_ o \* - —-— present - reference N

(pCp) sUsHs E X * experimental (Eversteyn et al.) . ]

S=——— (26) L R it numerical (Mahajan & Wei) ]

Ks,re E oaf \\e oo numerical (Chiu & Jaluria) E

In view of the fact that Eq(25) is associated with the longitu- (';' : \‘;f. .
dinal conduction capability of a susceptés,is termedconduc- ; . Site, 1
tance ratio. AlthoughS physically represents the dimensionless% AN S 1
heat capacity rate of a moving susceptor, we simply cadug- g 1

ceptor parameter. Since the two parameters are defined in terrg 0.2 [
of the susceptor thickness, material properties, and speed only, tt !
qualitative relations, Eq$23) and(24), remain valid regardless of
the change in heat transfer between the susceptor and gas. T
effect of conjugate heat transfer would appear through the quar -
titative dependence of on K andS. 0.0 Lol b b b
Although the preceding results need confirmation, it is worth 0.0 0.1 0.2 0.3
noting their implications briefly at this stage. First of all, the Position along the Susceptor, x' [m]
present continuous system may be characterized by the two pa- '
rameters. The susceptor Peclet number, which appears in the sggl->  comparison of the predicted film growth rate with ex-
ing procedure, is irrelevant to the system performance. Next, iiling experimental data [17] and numerical results  [11,18]
each limiting case of Pe the deposition efficiency is expressed in
terms of a single parameter. Such a feature may be of practical
importance in data reduction. Finally, differently from EG3),
the deposition efficiency should approach a finite valu& ap-
proaches zero sincg<1 by definition.

Growt
i

Numerical Method. The governing equations and boundary
conditions are discretized on a nonuniform staggered grid system
using a finite volume method. In correcting the pressure field, an

Properties.  Using the dilute mixture approximation, it is @pproach similar to the SIMPLE algorithfi28] has been em-
easy to evaluate both thermophysical and transport propertiesPé#yed. As noted earlier, the same energy equation covers the
gases. Since silane is present in small fractions, properties of fifgnbined susceptor-gas region along with individual property val-
mixture are taken as those of the hydrogen carrier gas. The pr&fgs, Yielding the conjugate temperature field. Since the species

erties are allowed to vary with temperature[4$,18,24,25] conservation equation is decoupled from the others under the di-
lute mixture approximation, it is solved after the flow and tem-
p=PoM,, [(RT) (27)  perature fields have converged.

A typical grid system consists of 450 streamwise and 40 trans-
Cp=1.44X10"-2.61X10"'T+8.67X10 *T? (28) verse nodes in the gas phase. The number of transverse nodes in
_ 0.648 the susceptor material depends on the thickness considered. For a
w=po(T/To) (29) typical case oH,=2 mm, 10 nodes are used. The grid size was
k=Ko(T/Tg)%6% (30) chosen by appropriate grid refinement so that the converged solu-
tions are independent of the grid. It is also confirmed that the
where 1,=8.96x10"% kg/ms andk,=1.83x10"! W/mk. The numerical results are independent of other user-specified variables
power-law dependence is also used for the binary diffusion cogMch as the initial guess and convergence criteria.
ficient of SiH,—H, mixture
D =Dy(T/To) 7 (31) Results and Discussion
A large number of simulations have been performed to investi-
where D=6.24x10"° m?s. For a dilute mixture, the thermal gate the influences of susceptor-related factors. The simulated
diffusion coefficient can be expressed as cases are divided into four groups according to the susceptor ma-
D™= pDaw (32) terial and thickness. Case A just refers to the reference conditions.
Each of Cases B, C, and D designates the changg,irHg, and
The factora is estimated using the Holstein's approximat[@®] both ofks andHg, respectively, while the other variables remain
and curve-fitted Lennard-Jones paramef@d. at the reference values.

The density of silicon is taken as;=2330 kg/ni. In response ~ Model Validation.  In order to validate the present numerical
to the result of scale analysis, a set of reference conditions for tmedel, two sets of the predicted local growth rate of silicon film
susceptor are chosen based on the previous Witkas: Hq o are compared in Fig. 2 with the well-known experimental data of
=2 mm, (oCp)s rer= 1.631x10° J/NTK, andks = 141.2 W/mK. Eversteyn et al[17]. For comparative discussions, the plot also
Noting that the actual susceptor is a composite elerf@nton- includes two representative numerical resi|it4,18]that com-
veyor belt and silicon wafgy its properties do not necessarilymonly employed two-dimensional models. A stationary, isother-
correspond to a specific material. The susceptor properties mmagl susceptor at 1323 K is used for this comparison to replicate
have wide spectra and vary diversely with temperature dependithg experimental conditions. The susceptor in Fig. 2 corresponds
on the material combination. Their effects on the deposition prte the heating zone in Fig. 1. Hence,=x—L.. One of the
cess can be assessed by a parametric study as is done in this wadsent predictions, the solid curve, is referred to as original be-
Those values listed here were taken for silicon at the ambierduse it is obtained from the model without any change. The other
temperature as an approximation. Other numerical data used hera reference case for later discussion.
include well-known universal constants and molecular massesExcept near the leading edge, the present simulation favorably
which can be found elsewhere. In view of the previous w@&k], (within 20 percent boundagrees with the experimental data. The
emissivities of the upper wall and susceptor surfaces are takeremling edge discrepancy seems to originate not from improper
0.7 and 0.6, respectively. For the same reason as mentioned eavdeling but from mismatch in the boundary conditions between
lier, the temperature dependence of emissivity is not taken intiee prediction and the experiment. A steep drop in the growth rate
account. always appears in numerical predictions employing an isothermal
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Fig. 4 A typical result of the conjugate heat transfer analysis:

Fig. 3 Effect of the susceptor surface emissivity on the tem- heat transport modes for a susceptor segment

perature distribution

rE{Ieeded to maintain a prescribed susceptor temperature. In all

susceptor because silane is depleted sharply from the inlet congi . ; T
e subsequent simulations, the susceptor surface emissivity is set

tion to a very low level there. The other numerical results confir .
e\ the previously noted value of 0.6.

this aspect. In the experiment, the surface temperature at the I he role of radiat 50 b derstood in Fia. 4. wh
ing and trailing edges would be lower than specified, deviating . € role ot radiation can aiso be understood In Fg. 2, where a
from the isothermal condition. A gradual change at the Ieadirégﬁf"cal result of the conjugate heat transfer analysis is depicted.

edge and inflective decrease at the trailing edge in the experim IS 1S the_ energy balance for a susceptor segment shown in the
inset of Fig. 4. Four curves represent net conductiQq ,(; ax

tal growth rate support this arguement. ! - N
Regardless of models, all the numerical predictions show tgervx)' convection Qc), net radiation Q;), and heat input

same qualitative trend over the susceptor length. In terms of quéfew) respectively. The heat input &,Ax for a segment on the
titative agreement with the experimdrif7], the original curve of eating zone and 0 elsewhere. It is confirmed that r§d|at|on is t_he
the present prediction appears to be inferior to the result of Mgominant heat transfer mode along the susceptor in the heating
hajan and We[18], whereas superior to that of Chiu and JaluriZOne- Two discontinuities in the net conduction curve, which ap-
[11]. This observation, however, needs some explanations. Mgar at the borders of the heating zone, correspond to each of
hajan and We[18] used a larger diffusion coefficient than qulnflexmn_ points in the te_mperature dlstrlbu_tltﬁsee Fig. 3). Heat

(31) and other studied2,3,24], and assumed the diffusion-conduction through a thin susceptor contributes to smoothen the
controlled deposition. Both of these effects are known to increa@rizontal temperature variation. Although convection from the
the local growth rate. Using their diffusion coefficient in thesusceptor surfacc_e_to the gas is much smaller than radlatlon_, it may
present model indeed yielded considerably higher growth rat&dfect the deposition performance when gas phase reactions are
which are depicted as the reference case in Fig. 2. It is also knolpgluded in the model.

[11] that the diffusion-controlled assumption leads to faster film E¢act of Conductance Ratio.

; o The scale analysis yielded a
growth than the present reaction kinetics, Etp). Note that the ySIS ¥

relation between the deposition efficiency and conductance ratio

#r small Peclet numbers. Its validity and utility is examined for

under proper conditions, the predictions might deviate farthel_ o pecause a stationary susceptor best satisfies the limiting con-
from the experiment than seen here. Meanwhile, Chiu and Jal“&‘ﬁon of Pe<cl. The local growth rates for two cases with the

[1.1] nggle_cted thermal diffusion that acts as o_bstructing film d.epgéme value oK, but obtained from different combinations kf
sition in silane-hydrogen system. The inclusion of thermal diff andH. . are corhpared in Fig. 5. For eachlot=1/4 and 4, Case
sion in their model may produce lower growth rates than the plat and C yield an identical curve despite the physical difference

e e o s mceon et e pre=iween them Such iniscemibl agreements appear  al other
deposition occurring in a cold wall horizontal CVD reactor withi ?QSUIFS’.Wh'Ch confirm that the conductance ratio is indeed a char-
a reasonable tolerance heteristic parameter. On the other hand, the_dlf_ference in pattern
) among cures that correspond to three valuds imidicates that the
Radiation and Conjugate Heat Transfer. In view of their conductance ratio may affect the overall deposition behavior.
contributions, radiation and conjugate heat transfer in the presenfigure 6 delineates the stationary deposition efficiency calcu-
continuous system are addressed first. Results are obtained forl@ted over a wide range ¢ and for as many combinations k§
case of a stationary susceptor. Figure 3 demonstrates the effecaidl Hg as possible. Cases B, C, and D with the safhare
emissivity on the temperature distribution along the susceptor steduced to a single value ofg;, within a bound of numerical
face. The shaded areas in Fig. 3 and plots presented from nowtsmcation. Although theyg, curve does not fit the scale relation,
indicate the part of susceptor that overlies the heating zone. O¥&y. (23), the two results show a similar trend in that they decrease
a wide band of the susceptor surface emissivity, the curves showward zero as increases. At small values &, however, the
similar pattern, but temperature differences among them along #grve deviates far from the relation, as noted before. With de-
heating zone are quite large. Noting that the surface temperatareasing the conductance ratio, the curve approaches asymptoti-
directly affects the deposition rates, the large differences sufficedally to the deposition efficiency fdf — 0. Noting that that varia-
illustrate the importance of radiation. The radiation model caion of 7, is steep in a narrow band &f (e.g., 0.1<#4,<0.5 for
also be used in reactor design to calculate the total heat input thatK<<10), the overall deposition performance may depend
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Fig. 5 Spatial variations of the film growth rate for different Fig. 7 Dependence of the deposition efficiency on the suscep-
values and combinations of conductance ratio tor speed for different values and combinations of conduc-
tance ratio

strongly on the selection of susceptor. From Figs. 5 and 6, along _ »
with Eq. (23), it is evident that the conductance ratio is the onl{fdS-(24) and(26), which enable us to deduce that the deposition
parameter representing a stationary system. efficiency can be characterized by the susceptor parameter only.
Although not shown here, the susceptor temperature over the/Vhen the speeds is converted into the susceptor parameer
heating zone, which primarily affects the deposition rate, d@ccording to the definition given in E(6), the efficiency curves
creases with increasing, leading to the pattern of Fig. 6. TheWith the same value oK nearly coincide with each other. The
ns—K plot can be used either to estimate the deposition effirves for different values df disagree with one another due to
ciency for a given susceptor or to select the susceptor material 4h@ difference ing;. This problem can be resolved by normaliz-

thickness that meet a prescribed performance criterion. ing 77 by 7. Figure 8 depicts the reduced result, i.e., the relation
between the normalized efficiency and susceptor parameter, for

Susceptor Speed. In the present continuous system, the suswhich the data are taken from Fig. 7. Although each set of data
ceptor speed is of fundamental importance. The deposition effiiffers a little from one another, the deviations seem to be small
ciency is readily expected to decrease as the speed increasesnkugh to call the result a single curve. Additional calculations for
order to quantify the effect of susceptor spegds plotted as a the wide range oK (as in Fig. 6)and various combinations of
function ofus in Fig. 7 for the same values &fand combinations (pc,).u; yield the same curve. A decrease 4y, over the re-
of ks andH; as in Fig. 5. Regardless of the valuekofall curves gion of largeS, where Pe<1, qualitatively agrees with the scale
show a similar pattern. Ag increasesy, is at first constant, then relation, Eq.(24). From an engineering viewpoint, this curve
decreases gradually, and finally decreases sharply, approachifthg with Fig. 6 can be used for susceptor design. Under the
smoothly to zero. In the region of large, on the other hand, the present conditions, the deposition efficiency is readily obtained
behavior of is affected by both the value & and the combi- for any combinations of susceptor material, thickness, and speed
nation of properties used to obtain a given value. The relatiahrough a simple procedure. On&eand S are known, 7, and
betweenn and us is independent oks, but dependent oils. /7, can be read in Figs. 6 and 8, respectively. Multiplying them
Such dependence is consistent with the results of scale analygi®duces the requireg. Therefore, with these plots, we can avoid

06 T AL AL L) S B A A 1.2 T o o oy
fa g g = g for K—0 3 _ 2 E
s 05 F 3 c 1.0 § 3
= T F ] = F E
= - E - F E
o 1 o F ]
e 04k 3 o 08 F 3
Q0 - 3 ] 5 ]
é 5 E © E E
w 03 E 3 E 06 F E
- é 5 F Cose A Ko E
= E E 3 E ase A, K= 1 E
8 02 F c B 3 i 0.4 = v Case B; K= 1/4 =
a ase £ F A CaseB;K=4 3
2 E o CaseC E 5 E v CaseC;K=1/4 E
01 F = CaseD E z 02 3 A CaseC;K=4 E
00 F— ool i o (Y S E U :
1072 107 10° 10’ 102 10 10° 107 107 10°
Conductance Ratio, K Susceptor Parameter, S
Fig. 6 Dependence of the stationary deposition efficiency on Fig. 8 Dependence of the normalized deposition efficiency on
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Fig. 9 Effect of susceptor parameter on the temperature dis- Fig. 11 Deposition efficiency as a function of heating zone
tribution along the susceptor surface length at four selected values of susceptor parameter

design conditions that result in low efficiencies. In this sense, the |55 from the surface. Although the temperature s still high,
two curves comprise performance curves for the present contiifa ayerage deposition rate becomes low because of a short depo-
ous system. ... sition length. Wheri,, is long, the susceptor temperature becomes
The effect of susceptor speed on the local behavior is briefly, “ihereby heat losses being reduced. Such moderate tempera-
reported here. Figure 9 presents the temperature distributiqfjf, js ineffective for chemical reaction, decreasing the deposition
along the susceptor surface for five valuessofNith increasing efficiency. The optimum length., o, shortens a increases.

(or eqw\l/alelntus), a h(ljghh_tf?mgerature band nar(;m;]vs, thg TﬁX'Conduction through the susceptor is enhanced with increaging
mum value lowers and shiits downstream toward the end of Negl 14t intensive heating is more effective for raising the surface
ing zone, and the profile eventually becomes linear. Heat ¢

mperature high enough for deposition. If conduction is sup-
Bfessed with decreasirtg, extensive heating yields a longer ef-
ctive deposition length. A shokt, along with smalK leads to a
rge radiative loss. This is why, for a smallK decreases more
sharply from the maximum on the shdr} side than on the large

Length of Heating Zone. For a given total heat input, the Oneé. )
length of heating zone directly affects the temperature profile dueAnother result is the dependence gfon Ly, at represent-
to q,=Q, /L. The effect on the deposition performance for repative values ofS for K=1, as depicted in Fig. 11. The overall
resentative values df andSis investigated. Figure 10 illustratesPicture looks similar to Fig. 10. Each curve shows an increasing-
the dependence ofis, on L}, at four selected values d for S dec_reasmg pattern, encompassing the local maximum point. The
=0. For eaclK, there exists an optimum length of heating zongpPtimum length of the heating zone also shorten$ awreases.
that maximizes the deposition efficiency. The reason is clear whéRe influence ofS on Ly, o, however, is caused by a different
we consider two limiting cases:,—0 andL,—L. WhenL, is mechanism from that oK. With increasingS, the width of the
short, the susceptor temperature on the heating zone tends to $iggceptor at high temperature narrows and the surface temperature

high due to intensive heating, which in turn induces a large radidecreasessee Fig. 9). This means that more intensive heating is
needed to raise the temperature high enough for deposition. It is

worth noting that the variation band &f, o in both of Figs. 10

0.6 and 11 is relatively narrow. The valug,=0.3 m used so far is
jAEARAARA ' ' ' ] close toL, o for a wide range oK andS. Because of the convex
== K=>0 ] shape of the efficiency curve, a single valueppbther than at the
“““ K=1/4 T 1 maximum, corresponds to two different lengths: one is shorter,

] and the other longer thaby, .. The shorter one is preferable
because a smaller reactor is desirable. Other factors, such as mi-
crostructure of deposited film, conveyor drive system, and wafer
loading, should be taken into account in the actual design.

In summary, the dependence of deposition performance on the
length of heating zone stems from how the supplied heat is dis-
tributed along the susceptor and transported to the surroundings.
Since the parameteks and S affect the distribution and transport,
the efficiency curve depends on both of them. It is obvious that
the radiation and conjugate heat transfer play key roles in quanti-
fying such effects in deposition characteristics.

changes, which in turn leads to the trends seen in Fig. 8. It
unlikely that a value ofS higher than 0.1 will be adopted in thela
design of practical systems.

L I B e e
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0.0 0.1 0.2 0.3 0.4 05  Conclusions

Length of Heating Zone, L, [m] A systematic study has been carried out to investigate the per-
formance characteristics of continuous chemical vapor deposition

Fig. 10 Stationary deposition efficiency as a function of heat- of silicon in a horizontal cold wall reactor, in which the main
ing zone length at four selected values of conductance ratio focus is placed on a moving finite thickness susceptor. The nu-
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merical model used for simulation accounts for temperature- T = temperature
dependent properties, thermal diffusion, radiation among surfaces, u,v = velocity components i, y-directions
and conjugate heat transfer between the susceptor and gas. The u,,4 = average gas velocity at the inlet
validity and capability of the model have been confirmed by a X,y = coordinates
reasonably good agreement between the predicted result zg}%

X X 8 . ek Letters
available experimental data, and a fine resolution of the coupled

ficiency is determined by the conductance ratio only. The effi- Stefan-Boltzmann constant

ciency curve monotonically decreases that for the thin susceptor dimensionless temperature
limit to zero as the conductance ratio increases. When the suscep- @ = mass fraction of silane

tor is in motion, the deposition efficiency, normalized by the valugubscripts

under stationary state conditions, is a function of the susceptor
parameter only. With increasing the susceptor paraméter
speed), the normalized efficiency curve remains almost unity and
then decreases sharply toward zero. This variation demonstrates
the feasibility of continuous processing in that the susceptor can
move up to considerable speed without sacrificing deposition ef- r
ficiency. Since these two curves represent the performance char-
acteristics of a continuous system, they can be used to determine
the susceptor material, thickness, or moving speed in the design of
practical systems. Finally, an optimum length of heating zone that
maximizes the deposition efficiency always exists under a fixed
total heat input and depends on the characteristic parameters. Réferences

justing the length of the heating zone, along with the use of the[1] Jensen, K. F., Einset, E. O., and Fotiadis, D. I., 1991, “Flow Phenomena in
performance curves, can play an important role in improving the ~ chemical Vapor Deposition of Thin Films,” Annu. Rev. Fluid MecB3, pp.
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heat transfer. Scale analysis for the moving susceptor yield two & = €missivity
characteristic parameters and a pair of qualitative relations, which ¢ = stands fou, v, T, andw
prove to be useful for understanding the deposition behavior and 7 = deposition efficiency
analyzing the predicted data. M = VISCOSity
When the susceptor is motionless, the stationary deposition ef- p = density

g

0

w

0 = inlet or reference state
Cc = convection

k = conduction

r = radiation

ef = reference conditions
ss = susceptor surface

st = stationary susceptor

t = total

w = bottom wall
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o Direct Chill Casting of Aluminum
o | Alloys: Modeling and Experiments

21211 Nordhoff Street,

Chatsworth, CA 91311 on Industrial Scale I“gOts

J. David Schloz

Wagstaff Engineering, A continuum mixture model of the direct chill casting process is compared to experimental
3910 North Flora Road, results from industrial scale aluminum billets. The model, which includes the transport of
Spokane, WA 99216 free-floating solid particles, can simulate the effect of a grain refiner on macrosegregation
and fluid flow. It is applied to an Al-6 wt% Cu alloy and the effect of grain refiner on
Matthew John M. Krane macrosegregation, SL?I’?WD profile, and temperature f%lelds are presented.gTwo 45 cm diam-
Member, ASME eter billets were cast under production conditions with and without grain refiner. Tem-
Assistant Professor perature and composition measurements and sump profiles are compared to the numerical
School of Materials Engineering, results. The comparison shows some agreement for the grain refined case. It is believed
Purdue University, that an incorrect assumption about the actual grain structure prevents good agreement in
West Lafayete, IN 47907 the non-grain refined billet.[DOI: 10.1115/1.1482089

Keywords: Heat Transfer, Manufacturing, Mass Transfer, Processing, Solidification

Introduction positive titanium segregation at the centerlig2é which is present

. . o . . . . n grain refining particles that serve as nucleation sites for free-
Direct chill casting is a semi-continuous process in which mo}- 9 9p

ten aluminum enters the top of a water-cooled mold, is cooler@ﬁagggedfgﬁtgﬁi'e nglrix ar:?(l)cr:o;;ryé:tglrse: bicecr?ré]gsgrl\?g d bg tgflu
and forms a solid ingot drawn out beloi%ig. 1(a)). The molten 9 greg y

aluminum begins to solidify due to the cooling effect of the mol er]rﬁnjeanggs] gt?gnDVSimargs?i?\?eBSZerrrétssg?)lnaQ;j tirlggmxev::sn_ob-

wall. As the ingot is withdrawn from the bottom of the mold, rved in%ng%ts cast by%ariepy ar?d ga[5ﬂ1

water jets impinge on the surface, directly cooling the billet an%e_l_0 model the transport phenomena which control the segrega-

forming a solid layer around a liquid melt, commonly referred t%on in DC casting. sinale domain models have been use?:l tﬁat

as the sump. S 9, sing : ;
A particular defect that occurs in a wide range of casting prér-nIOIICItIy couple phenomena in the melt, mushy zone, and solid

cesses, including the direct chiDC) casting of aluminum alloys, regilons O.f al S(é”difyi.ng ingo}.fFlogd et alf] Werﬁ the first to DC
is macrosegregation, the uncontrolled redistribution of aIonin%py a single domain model for the transport phenomena in
|

elements on the scale of the ingot during solidification. Macrose asting to preddlcr: mar::rosegrﬁgatlon n Al'.A"de%l Cuf b'”e.tsfa
regation in DC cast ingots can produce nonuniform mechanical€y assumed that the mushy zone consisted only of a rigid,

properties[1], which affects the behavior of the metal duringoermeable dendritic matrix with the solid moving at the casting
downstream forming and heat treat operations. speed and predicted positive segregation of copper at the center of

A commonly observed, surface-to-surface distribution of alloyf® billet. Reddy and Beckermaififi] included the effect of free-
ing elements at a transverse cross-section of a DC cast ingot f@ating dendrites of varying diameter by employing a modified
veals distinct regions of positivésolute-rich) and negative VErsion of the two-phase model developed by Ni and Beckermann
(solute-depletedsegregatiof2]. Enrichment near the ingot sur-8] to simulate the DC casting of two Al-4.5 wt% Cu billets. In
face is attributed to a combination of shrinkage induced flow @GN €ase, the solid phase was assumed to form a rigid structure
solute-rich liquid toward the mold wall, where solidification rate§10Ving at the casting speed. In the other case, the transport of
are highest, and exudation induced by local remelting of the ingsf!Ut€-depleted, free-floating dendrites was modeled assuming the
surface as the solid shell pulls away from the mold. Once a strz2/id Phase formed a rigid structure at a solid volume fraction of
turally sound ingot surface has formed and solidification rat&s®37- In the simulation with no free-floating solid, they predicted
have decreased, more normal segregation behavior is obser\féﬁ?urface enrichment, followed by a narrow depleted region just
with the solute composition increasing with decreasing radiy4thin the surface. Positive segregation occurred at the centerline
from the solute-depleted region near the ingot surface. While trfé“d_ was attributed to the buoyancy driven flow of copper-rich
trend may be expected to continue, ingots produced by DC castfifi§!id to the bottom of the sump. In the simulation with free-
often exhibit a significant decrease in solute composition near tgating dendrites, they predicted significant negative segregation
centerline. at the centerline, which they attributed to the advection of copper-

Experimental studies have provided some insight into ttfifPleted dendrites to the bottom of the sump. Reddy and Becker-
mechanisms that control macrosegregation in DC cast ingots, B¥nn were the first to include the transport of free-floating den-
pecially at the centerline. Yu and Grand@i investigated nega- drites into a fully coupled, single domain, macrosegregation
tive segregation in Al-Cu-Mg slabs and concluded that a dupIéROdel of the _DC casting process and to predict the resulting nega-
microstructure and accompanying negative segregation at the g%g'}e segregation at the centerllne. M_ore re_cently, the same authors
ter of DC cast ingots resulted from the settling of solute-depletel@) conducted further DC casting simulations of Al-4.5 wt% Cu
free-floating dendrites that formed near the top of the sump aRHIELS to examine the effect of the grain density and interdendritic
were subsequently swept to the bottom of the sump by convecti Wd flow on macrosegregation in billets devoid of free-floating

currents in the melt. This theory was also supported by significangdrites. They demonstrated that, if the mushy zone consists of
a rigid dendritic structure without free-floating dendrites, its per-

Contributed by the Heat Transfer Division for publication in tf@BRNAL OF meability significantly influences macrosegregation in DC cast
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Numerical Modeling

The numerical model is that of Vreeman et fLO], which
simulates solidification in systems with two-phaselid-liquid)
regions consisting of a slurry of free-floating dendrites above a
rigid, dendritic matrix saturated with interdendritic liquid. Mixture
transport equations for mass, energy, and species conservation
[12] are applied in all regions of the DC cast billet as it solidifies,
while the application of separate and distinct momentum equa-
tions depends on the local solid morpholofgy0]. The liquid
metal velocities calculated in previous papers under very similar
conditions were low enough to justify the assumption that the flow
can be treated as laminar. In the liquid and slurry regions, for
which the solid volume fraction is less than the designgiack-
ing fraction (gs<gs ), modified versions of slurry momentum
equations developed by Ni and IncropdrB3] are employed
(Table 1). In regions consisting of a rigid, solid structure and
interdendritic liquid @s=9s ), momentum equations developed
by Bennon and Incroperfl2] and Prescott et al.14] are em-
ployed to account for interdendritic fluid flow in a translating solid
matrix.

The model used here to predict solid particle motion relative to
the liquid flow is much simpler than some found in the literature.
Wang and Beckermar{i5]have developed a detailed multiphase
model to account for the presence of free-floating equiaxed den-
drites and their effect on composition and grain structure, linking
the model to the macroscopic equations governing thermosolutal
convection and heat and mass transfer. Calculations have been
made, some of which were compared to experiments in salt-water
solutions[16,17].

The parameter that defines the relative extent of the slurry and
rigid mushy zone regions is the packing fractign,,, at which
the free-floating dendrites coalesce to form a rigid dendritic struc-
ture. In general, packing fractions are not explicitly known and
vary significantly from system to system. In addition to the pack-
ing fraction, a characteristic diameter of free-floating dendries,
used to calculate solid and liquid phase velocity differences, is not
explicitly known[10]. In this studyd= 75 um was used. Lumped
Fig. 1 (a) Schematic of generic DC casting process; (b) into this single, unchanging parameter is the real particle size
AirSlip™ mold cross-section distribution which varies in time and position during solidifica-
tion. A rigorous determination of dendrite size variations requires
implementation of an additional transport equation and a nucle-
ation model to account for the advection and “generation”
(through nucleation and/or fragmentatioof dendrites, respec-

mixture model of the DC casting process which accounted for ti¥€!Y: An example of such a model is found if].

transport of free-floating dendrites. Separate and distinct mixture '© model the solid-liquid interactions in the rigid mushy zone,

momentum equations were employed to account for the differetnf perhmealbllllty,K, Is assumed t(.) b(i Isotropic 2nd2 S evlaluated
momentum transfer mechanisms in two-phase regions charact&ng the Blake-Kozeny expressidki=«o(1—gs)"/gs. Evalua-

ized by a slurry of free-floating dendrites and a rigid, permeapf¢n Of the permeability coefficients, for an equiaxed mushy

dendritic matrix saturated with interdendritic liquid. In a companZC"€ rélies on empirical data for flow through granular materials

ion paper[11], the model was used to predict macrosegregati &8]._1I1n gh_'s study, a permgablllty coefficient 9?023'75
distributions in Al-4.5 wt% Cu and Al-6.0 wt% Mg billets and the* 1Of 75m IS “She.dh Th'.s \t/r?lue IS basfed on a dgndr;tlc a;m sge_lc-
predicted surface-to-centerline distribution of macrosegregati 0 mm, Which 1S In € range of measured values found in

was found to be consistent with observations in DC cast ingo Pe gﬁ(s)f/vl;)]lI:ﬁt?églgeztgiréng&hﬁzgg(lj %ﬂ?ﬁﬁﬂ: :‘J;L?rgdg]ﬂlthe study

dliﬁusse_d above. Ne?hatlve slt(a.gregfatlcin at t?e (I:qgnr:efrhne fllncrtgaseﬂ]e model is closed by assuming thermodynamic equilibrium
with an increase in thé packing fraction at which Irée-floaling, e scale of individual control volumes and using the Al-Cu
dendrites are presumed to coalesce into a rigid dendritic struct\.éa

(a)

(b)

o ) . X > fiase diagram, with constant equilibrium partition coefficients
Likewise, negative segregation at the centerline and positive sggzje 2)and thermodynamic relations developed by Bennon

regation in the enriched region increased with an increase in th8q |ncropera[20] to account for both primary and eutectic
characteristic diameter of the free-floating dendrites. solidification.

The objective of this study is to make a direct comparison of |n order to obtain a steady-state solution, the energy equation
Vreeman's model to data taken from an industrial scale direct chillas solved by itself first, with the resulting solid fraction and
process. Two billets of an Al-6wt%Cu alloy were cast in theemperature distribution used as initial conditions for further cal-
foundry at Wagstaff, Inc., one with and one without the use of @ulations. Recognizing that converged solutions could not be ob-
grain refiner to generate free-floating solid particles in the sumgined without the time-dependent terms in the conservation equa-
Measured composition profile, temperature history, and sump piipns, transient simulations of the full model were marched
file results for the grain refined and non-grain refined billets aferward in time with convergence rigorously enforced at each
compared to the numerical results with and without free-floatingme step. While a steady state solution was obtained for the billet
solids. without free-floating dendrites g¢ ,=0), attempts to obtain
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Table 1 Mixture model transport equations  [10]

Continuity @+V- p\7 —0
o =
Energy _ - -
%(ph)+ v [pVh)=v. [CﬁwJ +v .(Cﬁv(hs - h)] -9 (v = v Jn, - 1))
Species 6pCC”

+V-pVCT =V (pfDI")VC™ + V- f,DM) V(IC™ -C™) =V p (V-V,) (CE - ¢™)

Liquid & Slurry Regions (0<g,<g;,)

z - Momentum

g [ e o2 .

pf Vusj +V - (1,g,Vu,)-V Kpff ](‘7 -V Ju- “5)}
op

+ 8.0, — P )2 - 8P 8B (T T, )+ Bs (C = CE)1-gipig [Bry (T =T, )+ By (Cf* —CS)1- -
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steady state numerical solutions with free-floating dendritescussion of the numerical techniques used is fouf@2j. The
(9s,p>0) were unsuccessful because of the unstable nature of #wution was carried out as described further[11], with the
interaction of the fluid flow and the solid in the region@f, (see exception of the thermal boundary condition. Instead of using the
[11] for details). As the simulations proceeded forward in time, eorrelations found irf11], the temperature of the surface of the
quasi-steady state was reached where transient variations in biiket was determined by the measurements described below.
dependent variables reached a minimum range.

The numerical solution of the conservation equatifrable 1) .
is implemented through the use of a control volume formulatio'rZTXpe”memal Methods
and the SIMPLER algorithnj21]. The procedures outlined by To understand the behavior of these billets during an actual
Bennon and Incroper0] are used with upwind differencing to casting process and to evaluate the performance of Vreeman'’s
discretize all terms. Modifications are made to the differencingodel, two 0.45 n(18 in) diameter Al-6wt%Cu billets were cast
procedure of the so-calleatlvection-like source terma the spe- at Wagstaff’s foundry in Spokane, Washington, using the Wagstaff
cies equation. For these terms, the discretization procedure wasslip™ process(see Fig. 1(b)). The alloy was induction melted
modified to insure that mass is conserved when both solid aadd degassed with 100 percent argon, then transferred from the
liquid simultaneously cross control volume interfaces. A completéting furnace via a heated refractory trough to the mold table.

Table 2 Thermophysical properties and phase diagram data [11]

p, (kg/m) 2491 Br, (K 1.17x 10*
p, (kg/m®) 2573 Brs (K 2.25x 107
¢, (J/kg-K) 1045 Bsi -0.90
c, (J/kg-K) 950 Bss -0.66
he (ki/kg) 387 Toer (K) 933.5
k, (W/m-K) 95 T (K) 821.4
k, (W/m-K) 162 Cﬁax 0.0565
D (m%s) 5.0x 107 cA, 0.33

1, (kg/m-s) 0.0014 k, 0.171
H (kg/m-s) 4.96 u,
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The AirSlip™ mold technology is a “hot-top” design with a 0.00
metal inlet diameter of 0.305 112 in). A unique feature of this
technology is the use of a porous graphite “casting ring” that is
fed with both dry air and a synthetic lubricant. This design pro-
vides minimal surface macrosegregation by reducing the degree of
chill obtained within the mold bore. A specially designed cooling
water array provides the necessary upward conductance and high
heat transfer rate to solidify both shell and bulk of the billet. 0.10

The procedure for casting was to transfer the alloy by tilting the
induction hearth, allowing the metal to fill a cavity comprised of
the casting mold and a steel starter block. Following a prescribed 0.15
hold time, the starter block was slowly withdrawn from the mold. :
The casting speed was 1 mm/s. Heat transfer for the initial 0.02 m
(0.8 in.) of cast length is obtained by conduction from the molten
metal through the starter block to the casting water. After this 0.20
period the water then impinges on the billet surface and provides
a much higher rate of cooling.

Sump depths were measured during the start phase by briefly 0.25
inserting an aluminum rod into the liquid through the hot top and
marking the level of the free surface of the Al alloy. When the
sump depth became constant, the solidification was judged to be
steady state and a thermocouple rake was inserted into the sump. 0.30

Three thermocouples were mounted on this rake and positioned
near the centerline, the mid-radius, and the surface of the billet.

First, a thin guide wire was introduced to provide a support for the
rake. The thermocouple rake was then introduced and allowed to
stabilize at the casting temperature. Following temperature stabi-

lization the rake was “captured” by locating the rake to the upper-
and-outermost area of the mold cavity and clamping the rake to m'———'—?
the guide wire. The rake then moved at the casting speed and

recorded the three vertical temperature profiles as it descended. 57 59 6.1 63 65
Due to the inherent inaccuracy when placing thermocouples, the : . . : )
position of each thermocouple was established by post-cast sec-
tioning of the billet and machining to the thermocouple tips. Thedég. 2 Mixture copper composition, streamlines, and solid
final positions were found to be at=10 mm, 106 mm, and 220 fraction for billet with grain refiner, using experimental bound-
mm, the last of these being only a few millimeters from the suf'y conditions

face. The uncertainty in the thermocouple measurements was es-

timated to bet2°C.

Grain refiners are usually added to DC cast alloys in order to X d . X f 20
produce a more uniform grain structure in the billet. Grain refindl€aSUréments. were made using A-ray Tuorescence on

ment is normally accomplished by inoculation with “seed” grain amples, taken.from gqch billet at 10 different radial positions. At
and growth rate restriction. The former effect is provided by agach of the radial positions, the two samples measured were from
dition of either TiB,, Ti,C, , or AlTi, while the latter is provided different axial locations in the region of the billet apparently at
by adding solute elements such as titanium that provide constiﬁfgady'smte'

tional undercooling. Relative uniformity in grain size and equi-

axed shape significantly reduces the anisotropy in the mechanical . .

properties due to columnar grain growth that occurs without Results and Discussion

grain refiner. The less oriented grain structure increases the easpredictions were made of the steady state transport phenomena
with which these billets are rolled or extruded after casting. Twg the casting of the two ingots described above. The numerical
ingots were cast for this study, identical in every respect excegisults for streamlines, composition, and fraction solid for the
the addition of a grain refinement process to one of them andygain refined case are shown in Fig. 2. The streamlines show the
slight variation in compositiorigrain refined billet=6.1 wt% Cu, flow being drawn from the constricted inlet almost horizontally
nongrain refined billet5.9 wt% Cu). The grain refiner was atowards the location of jet impingement on the surface. Along
combination of 0.02wt% T{added to restrain growth ratand 6 with the enrichment of the liquid with copper as solidification
ppm B (added for TiB inoculation)as Al-3% Ti-1%B rod. This proceeds, the high rate of heat extraction under the jets is the
alloy was introduced by continuously feeding a rod into thengine which drives the buoyancy induced flow in the sump. The
trough. flow accelerates as it approaches and passes the chill, and is
Sump profiles were obtained by two separate methods. In thgned back into the billet by the formation of the rigid solid
case of grain-refined billet, this was accomplished by sudden adatrix. The flow then races down the interface of the rigid solid
dition of a molten Al-Si mixture to the hot top of the caster duringind the slurry region. As the fluid runs down towards the center-
steady state casting. For the nongrain-refined billet, the Al-Si mikne, it is continuously entrained into the rigid mushy zone.
ture was replaced by molten Al-3 percent Ti-1 percentB grain In these calculations, the packing fraction is segig=0.3,
refiner rod. These mixtures were chosen over more traditionghich is based on observations in salt solutions and the results of
methods(e.g., zinc)due to the minimal disturbance they cause imumerical studies found if11] and[23]. These works also dem-
the solidification profile. The macrograph in Fig. 4 shows an exnstrate the sensitivity of the simulation results to the choice of
ample of an Al-Si sump in a grain-refined billet. The sample wagsacking fraction. A slurry of solid particles is formed and carried
prepared by slicing the billet in half, polishing the exposed sualong with the flow down the rigid interface. Because the particles
face, and etching it with a solution of 10 percent HNCO per- are formed at temperatures just below the liquidus, they are sig-
cent HCI, and 0.1 percent HF in deionized water. Compositiamificantly depleted in copper. The movement of these particles
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Fig. 4 Sump profiles: (a) Grain refined billet; and  (b) Compari-
son of predictions and experiments.

colder liquid rushing underneath it, but most of the heat extracted
from the ingot is taken from regions closer to the surface. The
effect of this region is seen in the temperature contours in Fig.
3(b). Some correspondence can be found between the end of the
shallow gradients in Fig.(&) and the predicted beginning of the
rigid mushy zone where the fluid quickly assumes the casting
speed. Both Figs. 2 and 3(@resent some evidence for double-
diffusive flow cells in the sump, each with relatively uniform

0.30 — I composition and temperature.
An etched macrograph of the grain refined billet is compared to
(b) 0.00 0.05 0.10 015 0.20 predictions in Fig. 4. In Fig. @), lines representing the solidus

interface @s=1.0) and the transition between the rigid, packed
solid and the slurry gs=gsp) are seen. These lines are repro-
duced in Fig. 4(bjand compared to calculations. The total sump
depth is only overpredicted by approximately 5 percent, while the
actual rigid mushy zone thickness at the surface is twice the cal-
culated value near the surface. The general shape of the sump is
from where they forninear the outer radiyigo where they finally correct, but the profiles are steeper near the center and shallower
join the rigid mushy zonécloser to the centerlineresults in a near the surface than predicted. This result suggests that the rigid
region in the center which is deficient in copper. mushy zone is thicker than predicted and, given the agreements in
A comparison of vertical temperature profiles for experimenthe temperature profiles, perhaps the packing fraction is slightly
and simulations is found in Fig(8&). At all three radial positions, lower than assumedgg=0.20—0.25?). Near the surface, it is
the temperature decreases in the melt due to conduction towapdssible that the packing fraction was even lower, due to the more
the chill until the liquidus temperature is reached. At that poinhorizontal surface, which would slow the flow and allow more
solid begins to nucleate on the grain refiner and a solid-liquiime for particles to settle.
slurry forms. Near the surface, the large heat extraction rate so-The radial composition profile is shown in Fig. 5. Near the
lidifies the alloy fast enough that the particles pack quickly and@enterline, the measured composition was up to 10 percent below
rigid structure forms. The other two profiles behave somewhtite nominal value for the alloy, while numerical results predicted
differently, with a sudden shallowing of the temperature gradieféss than half that level of segregation there. The study of the
around the liquidus temperature. This shallow gradient beginseffect of packing fraction on centerline segregation founglity
roughly 0.06 m from the inlet and continues to approximately 0.1suggests that this lower composition at the centerline could be an
m and 0.22 m for the midradius and centerline profiles, respeodication that the actual packing fraction was picked to be too
tively. At those points the temperature gradient became markedibyv a value. However, the results for the sump temperature pro-
steeper. The reason for this behavior is found in the flow patterfies discussed above suggest otherwise. The calculated values in-
described above. The liquid metal is chilled by the impinging jetsreased as the radius increased until a peak was reached around
and much of the metal runs down the interface at which the solig=0.15 m. The experiments also increased, but reached a plateau
packs until it is entrained into the rigid mushy zone. This flovaroundr =0.07 m. Figure 4 shows that the observed sump profiles
pattern leaves a triangular zone of weak recirculation in the centae less steep than in the simulation near the billet surface, sug-
of the sump around which most of the fluid flows. This “deadjesting a greater tendency for solid particles to settle there than
zone” does contain some solid particles, as it is cooled by theas predicted. As the radius decreased, the situation was reversed

Fig. 3 Results with grain refiner:  (a) Comparison of predicted
and measured temperature profiles, and (b) Calculated tem-
perature and fraction solid contours.
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Fig. 5 Comparison of measured and calculated composition

profiles for grain refined billet Fig. 7 Comparison of measured and calculated composition

profiles for billet with no grain refiner

(predicted sump profiles were less steep than in the real)bsiet
copper-depleted particles are more likely to end up at the bottom

of the sump at the centerline. It was noted above that the diameJ&f,id be about 0.1 wt percent in Fig. 5, which would not account

of the free-floating solid particles was assumed to be fixed at & the discrepancy between the predictions and the measure-

pm, Wh'c.h was plck_ed based on typical grain sizes in _the aCt%lents. It should also be noted that there are some measured com-
ingot. Using only this average leads to some uncertainty in t

results. It should be noted that, in Vreeman and Incrofith the rE)%Sition variations at given radial positions. These data, taken at
difference in the level of centerline macrosegregation with a vari ifferent axial locations, show that the composition did vary along

tion of diameter between 25 and 1@ was found to be approxi- e axis of the billet and call into question the assumption that this

mately 2 percent of the nominal composition. Such a differen@$0C€ss truly reaches a steady-state in the flow and composition
fields.

To understand how well the model simulates the transport phe-
nomena in a non-grain refined process, another numerical case
was run withgs p=0.0, simulating purely columnar growth. The
results were compared to experimental data from a billet cast in
the same manner as above except the absence of grain refiner.
Figure 6 shows the predicted composition field and streamline and
fraction solid profiles. Withgs p=0.0, the model assumes that alll
of the solid is rigid and moving at the casting velocity. The flow
from the inlet to the chill is similar to the previous case, but,
because of the much lower packing fraction, the temperature of
the flow moving down along the interface of rigid mushy zone is
much higher(above the liquidus temperatyréhan in the grain
refined case. Also, with no Cu depleted solid being swept down
towards the centerline by the buoyancy driven flow, only Cu en-
riched liquid reaches the center. This effect accounts for the pre-
dicted positive segregation at the centerline.

While the grain refined case showed very good agreement be-
tween experiments and modeling, the case with no grain refiner
did not. The radial composition profile in Fig. 7 shows a marked
difference between predicted and measured macrosegregation.
While the predictions suggested a steady increase in composition
as the radius becomes smaller, the experiments show a pattern
more reminiscent of the profile in the presence of grain refiner
(except at the centerline, where there is an increase in copper
content). It is well known that the grain structure of these types of
0.00 0.05 0.10 0.15 0.20 large billets undergo a columnar to equiaxed transition around the

midradius. This change could be brought about by a slurry of solid

particles in the sump generated by fragmentation of the columnar

dendrites. This mechanism of particle generation would produce a

W much smaller slurry region and a much lower packing fraction

than the grain refined billet. However, the assumption that all the

58 60 62 64 66 solid is rigid and moves at the casting speed is not valid in the
presence of such a particle cloud. At this point, attributing the

discrepancy between the measured and predicted macrosegrega-

0.00

0.05

0.10

0.1

0.20

0.25

Fig. 6 Mixture copper composition, streamlines, and solid

fraction for billet with no grain refiner, using experimental tion to a columnar to equiaxed transition is speculative and more
boundary conditions data are needed to confirm this conclusion.
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Conclusions

The continuum mixture model of Vreeman et [d0] has been
used to simulate the casting of industrial scale, 45 (&® in.)
diameter billets of Al-6wt percentCu using Wagstaff’s Airslip™
direct chill casting process. In the case with the addition of an
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West Lafayete, IN 47907-1288 This paper considers the theory of electron field emission from nanoscale emitters with
particular focus on thermal and electrical energy transport. The foundational theory of
D. G. Walker field emission is explored, and a model is presented that accounts explicitly for the energy
Vanderbilt University band curvature produced by nanoscale tip emitters. The results indicate that the inclusion
Department of Mechanical Engineering, of band curvature strongly influences the energetic distribution of electrons for emitter
Box 1592, Station B, radii less than 50 nm. The energy exchange process between emitted and replacement
Nashville, TN 37235 electrons is shown to allow high local energy transfer rates that can be exploited in direct

thermal-to-electrical energy conversion processes. The dependence of energy conversion
rates on material and operational parameters is demonstrated. Throughout the paper,
opportunities for further research involving nanoscale heat transfer, materials develop-
ment, and modeling are highlighted.DOI: 10.1115/1.1494091
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1 Introduction the subject of scientific inquiry16]. Suggested applications for
Prolific advances in microscale and nanoscale technologiféelgse;?]ﬁst'ﬁgdiiw?s; égﬂ?cdeiVZ?(:;;Erflels;liﬁ?gt-trz;lselftgirss,Igl-s
have generated renewed scientific interest in direct thermal-@c> & ; ’ ' guns, P plays,
) . . scanning microscopes, and many otHdr3].
electrical energy conversion. These advances have provided Té-. o : . -
. . Field emission devices are formed by placing an emitting cath-
searchers with new tools to explore physical phenomena that wer

previously inaccessible. For example, the controlled fabrication 8f c " close pro>é|m|ty to an anode, separated by ve_tc(nqu-
ly less than 10° torr). A gate electrode may also be included to

one- and two-dimensional nanoscale structures has fostered § S : ' !

nificant recent improvements in the efficiency and capacity o dulate emission and t9 provide a more premse.spatlgl separa-

thermoelectric materials and devicls2]. Further, the develop- ion from the cathode. Figure 1 shows a tip conflguratlc_)n. The
thode, anode and base electrode materials can be semiconductor

ment of thin-film heterostructures has brought thermionic ener?g.th ide band tals. Th te is tvpicall
conversion, originally a vacuum-based technology, to the sol Ith narrow or wide ban _gap)s)r metals. The gate Is typically
etallic, and the dielectric between the cathode and gate is

state[3,4]. The phenomenon of electron field emission is, in so v SIO . Field emiss: h Hicientl

respects, similar to thermoelectric and thermionic transport. Ho2™mon! - 'Q' leld emission occurs when a sufficiently strong

ever, the thermodynamics of field emission have received | anl e_lectnc field(greater than 0.5 \_//Aﬁmsts at the location of .
gnission. Small-scale features within a low average electric

attention, although several recent theoretical papers on direct | . ' h
g hap f_ld can produce a high local field. Cathode tip structures are

frigeration suggest that field emission devices could operate . - 9 -
markably well[5—10]. In the present work, we consider the foun-d€signed to provide this field enhancement. Some field enhance-
nt also occurs in film cathodes due to highly localized areas of

dations of and prospects for direct energy conversion by electrBIfN € 13

field emission and show that outstanding performance is possiff&iSSion[13]. « has f d on devi .

with further progress in fabrication technology, modeling, and Most prior work has focuse on device operation near room

engineering temperature. In fact, the predominant theoretical foundation of
The emission of electrons from an electrically active surface v ield emission—basic Fowlgr-Nordhelm the.ory—neglects the ef-

quantum tunneling into a vacuum is commonly referred to as fie gets of temperature on emission characteristics. In contrast, con-

emission. Fowler and Nordheifi1] provided the first theoretical _S|dera_tion of the thermodynamics of fie_ld emission requires the
ulaplusmn of temperature effects. Fleming and Hendergbn|

ies showed that emission could be substantially improved by gecd)_nducted early experiments on the energy distribution of field-

metric electric field enhancement provided by elongated stru%r:nitted glectrons. Their work prqmpted an.excharjge. of letters
tures, such as pyramidal or conical tips. Spindt was the first Y§th Nottingham[18,19], who predicted that field emission could

show such enhancement using molybdenum cdn@3. Since produce a heating or cooling effect on the cathode, depending on

th th . i i id iety of talli nt@e field strength. Subsequent studies by Good and M[&e@f,
en, e SMmISSIon propertes of a wide varsty of mealic aé.',_)éﬁ\(e and Dolan(21], and Gomef22] provided a more detailed

eatment of the thermodynamics of field emission.
After these early studies, relatively little work occurred on the

$iddies by Swanson et dR3], Engle and Cutlef24], and Berg-

ret et al[25] considered measurements of the so-called Notting-

am effect[23,25]and the thermodynamics of electron emission
Contributed by the Heat Transfer Division for publication in tf@BNAL OF and replacement procesg@s]. In the paSt. decade, Cutler, Misk-

HEAT TRANSFER Manuscript received by the Heat Transfer Division May 2, 20010Vsky, and co-workers have studied various facets of thermody-

revision received November 5, 2001. Associate Editor: A. Majumdar. namics in field emission processes, particularly from diamond

termed cold cathodes. However, the physical reasons behind
outstanding emission properties of carbon-based materials remh
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Fig. 1 Nanotips for electron field emission: (a) Schematic of an energy conversion system including nanotip
electron emitters (cathode), gate electrode, and anode; and  (b) Example of a polycrystalline diamond nanotip
emitter surrounded by a monolithic gate. The tip radius is ~10 nm.

films, including: cathode heating mechanisms and energy efthe planar field emission model by multiplying the applied field
change processes in sharp metallic emitf@6d, average electron F by a field enhancement fact@r{13—15 such that the local field
energies of emission and replacemg2it,28], effects of doping at the tip becomegF whereg is greater than 1.
[29], ballistic electron transpof80,31], and internal field emis- The field enhancement fact@rdepends strongly on small-scale
sion [32—34. This body of work has significantly advanced thestructure. For tip emitters, electric field theory indicates has
theoretical understanding of energetic processes in field emissiproportional to the inverse of the tip radi&[35]. Thus, the tip
Yet, the complexity of the physical processes involved in fieltadius should be as small as possible to achieve low-voltage emis-
emission, particularly from polycrystalline materials such asion. However, the use of the field enhancement factor may not be
chemical vapor depositeCVD) diamond, has prevented a thor-appropriate for energy conversion studies. In effect, the field en-
ough understanding of experimentally observed phenomena. Shetmcement factop linearizes the highly non-linear electric field
understanding will be essential if the promise of energy convanear the emission surface, as illustrated in Fig. 2. In the figure,
sion by electron field emission is to be realized. both the actual and linearized fields produce the same emission
In the present work, we review the foundational theory ofurrent by assumption. The linear field is necessary to arrive at the
nanoscale field emission with an emphasis on energy transpamgalytic current-field relation described below as the basic
processes and modeling. The simplifying assumptions that d@fewler-Nordheim relatioisee Eq.(7)]. However, the lineariza-
central to traditional field emission theory are presented, and théan does not satisfy the anode-side boundary condition on the
applicability to thermodynamic modeling is considered in detaiklectric potential and generally underestimates the emission flux
A more accurate model, which explicitly accounts for emitter-sizef high-energy electrongabove the Fermi energy in Fig) 2nd
effects and temperature dependence, is presented for thermaaserestimates the emission flux at energies below the Fermi level.
namic calculations. This model is exercised over relevant param-
eter ranges, and its utility in interpreting experimental data is
demonstrated. This work does not focus on specific energy con-

version devices and systems, but rather, provides new insights into Tip Emitter
energy transport mechanisms in electron field emission from Vacuum
nanoscale emitters. Throughout the work, we identify opportuni-

ties for further improvements in modeling and experimental meth-

ods and highlight applications to heat transfer and energy conver- Zero Energy
sion that will be important to the future development of nanoscale  Datum, W=0
thermodynamic field emission devices. |

Work Function, ¢ v
2 Thermodynamics of Field Emission \

2.1 The Field Emission Process. Field emission occurs Fermi Level,
when electrons tunnel through a sufficiently narrow potential bar- \
rier created by the application of a voltage bias between a cathode V Actual Potential
(negative bias)and an anode or gate electroeositive bias). ! Profile
Fowler and Nordheim presented the first theory of field emission \
from a planar metal surface over seventy years[ddb Applica- Electron
tion of a voltage between planar electrodes creates a constant Energy
electric fieldF=V/L (modified slightly by the image charge as
discussed later), wheé is the applied voltage and is the dis-
tf’ince between the electrodes. Emlss!on frpm small, non-plar!\_{flé_ 2 Electron potential profile near a tip emitter. Solid line
tips can substantially reduce the required field to produce emjgpresents actual potential field. Dashed line represents ap-
sion by enhancing thiocal field near the emission site. This en-proximate, linearized field. Both fields produce the same emis-
hancement has traditionally been described within the framewasion current.

Linearized with Field
Enhancement Factor

a

Journal of Heat Transfer OCTOBER 2002, Vol. 124 / 955

Downloaded 06 Dec 2010 to 129.252.86.83. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



For rectangular barriers, the probability of tunneling is infields; however, this approximation is retained here for the pur-
versely proportional to the exponential of the local potential bapose of obtaining results without the need to solve Stiniger’s
rier width [36]. Thus, the shape of the potential profileghich equation numerically for each geometric and field condition. The
depends on the tip geomelrfyas a profound effect on the energyeffect of nanoscale features on the emission current is included
distribution of emitted electrons. Nanoscale tips produce et#irough the energy profil¥(x) in the transmission coefficient of
tremely large curvature in the vacuum potential near the emissigq. (4). The supply function, which represents the number of elec-
site. Tip radii of 5 nm have been report¢tl5]. The electrode trons whosex-direction energyW) incident on the emission sur-
spacing must be small to provide efficient emission and to mirfiace falls withindW per second per unit area, can be formulated
mize space-charge effects, which can degrade perforni@&Tde analytically ag20]
The combination of small tip radiuR and electrode spacing can

produce high emission with low applied bias. Thus, these small- _4_7" ”
scale features are essential in producing efficient, high-capacity N(W)dW= h3 U’O F(W,p)pdp | dW
thermal-electrical energy conversion.
In the present work, we employ a model that is more physically A47mkT —(W=Y)
accurate than the basic Fowler-Nordheim approach. The present = T'n 1+ex T kT dw ®)

model allows for curvature of the potential figlslich as shown in
Fig. 2) and thus provides more accuracy in simulating the thermwthereh is Planck’s constanfp is the radial electron momentum
dynamics of field emission. Other more detailed models have be@erpendicular to the emission directjoik is Boltzmann's con-
proposed 38—4(Q, but these have typically focused on electronistant, T is the emitter temperaturé s the Fermi leve(see Fig. 2),
applications and thus simplified the thermal considerations thand f(W,p) is the Fermi-Dirac function:

are central to the present work. The one-dimensional model is

based on the potential field in a spherically symmetric ball-shell f(W,p)= 1 . (6)
system[[9,22]pp. 37—38]Jand takes the form: ' W—-/¢ N p? 1
P T T 2mkT,
VO)=—aF(L+R) 1~ Xx+R +G(x) @ Several simplifying assumptions have been invoked historicall
p g p y

to reduce the integral in E@3) to an analytic form. As described
‘%bove, the use of the field enhancement fagttinearizes the first

= . . rm of Eq.(1) as —qBFx. Also, the temperature dependence is
(tatkent{:lsl_:j_él "m; Iﬁr all 93585. c?r:\5|(cji_et[ed la)?R |sttr:1e chgtrt- eliminated by neglecting the spreading of the Fermi-Dirac func-
actenisticradius of tne emitterx 1S the distance irom e emitter, ., \yith increasing temperature. With these assumptions and

andG(x) is the image potential experienced by emitting electroly,q - integration approximatiofi@0], the current density integral
This image potential for a spherical emitter tip can be expressgé}'] be expressed analytically as: '

as[39]:
—a? K— 1.5x10 9B2F? 10.4 —6.44X10" 32
> K-1 R o 3o LSXA0PB R mexp(—ff’
4y K+1 (2R+X)2x ¢ & BF

wheree, is permittivity of vacuum, and is the emitter’s dielec- whereJ is the average current densitf/cm?), F is the average

tric constant. We note that this image potential neglects possitapplied electric fieldV/cm), and¢ is an effective work function
effects of surface plasmons on the tunneling electfdid. Sub- (eV). The foregoing equation is the basic Fowler-Nordheim rela-
sequent results will show that the emitter radiristrongly influ-  tion for field emission current. Note that temperature effects are
ences the electrical and thermodynamic characteristics of figldsent. However, most experimental data for room-temperature
emission. The first term of Eq1) represents the contribution dueemission exhibit reasonable agreement with the Fowler-Nordheim
to the applied fieldF and equals zero at the emission site (theory.

=0). Thus, following the formalism of Good and Mullg0], the Experimental data are often plotted in so-called Fowler-
zero energy datum exists at the cathode/vacuum interface of FigN@rdheim coordinates to determine unknown or uncertain param-
(ignoring image charge potentjalThe second term in Eql) eters such as emission area, work function, and field enhancement
represents the shift in potential due to image cha2g. factor by rearranging Eq7) as

G(x)= 7

2.2 Current-Voltage Behavior. The physics of field emis-
sion have been described in detail by Good and My€x|. The
development below provides some of the major results that are
central to the present work. The total emission current dedsity
takes the form

(=]

J:qr D(W)N(W)dW ©)
7Wa

where —W, represents the bottom of the emitter’s conduction
band,W is the x-component of electron energie., in the direc-
tion of emission), the terl(W)dW is the electron supply func-
tion, andD (W) is the quantum tunneling transmission coefficient.
In the present work, the transmission coefficient is calculated us-
ing the WKB approximatiof42]

D(W)=exp — — | V(X)—W|dx 4
(W) X, ﬁ2| ) | “) Axial Position, x (nm)
whereV(x) is the potential profil¢see Eq(1)], x, andx, are the Fig. 3 Electron potential as a function of position from emitter

zeros ofW—V(x), andmis the mass of an electron. We note thaand emitter radius. All profiles produce the same current den-
the WKB approximation is, in general, limited to relatively lowsity, J=10A/lcm2. ¢=1.7 eV. K=5.5. T=300K.

Electron Potential, V (eV)

956 / Vol. 124, OCTOBER 2002 Transactions of the ASME

Downloaded 06 Dec 2010 to 129.252.86.83. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



| 1 that is useful in studying important problems that result from elec-
|n(|§) =Co(AB.d)+Ca(B. D) (8) tron deposition in the gate or anode. For example, modeling and
simulation of anode heating in field emission electronic devices
wherel is the measured current, aidis the effective emission requires an understanding of both the spatial and energetic distri-
area. A linear fit ofF* versus In(I/) enables the evaluation of the butions of electron energy emitted from the cathode.
two constant<, andC;, which depend on are4, field enhance-  The average total energy of emitted electrons can be expressed
ment factorg, and effective work functionp. Thus, the formula- as the sum of axial and radial componefits,=(W)+(e,). The
tion is underdetermined, and an assumed value is typically takeverage axial energy can be calculated as
for one of the three primary variables. As discussed later, signifi- "
cant opportunities for advanced techniques, such as parameter es- (W)= Ef qWD(W)N(W)dW 9)
timation, exist for interpreting experimental data. J W,

The emitter’s radiuR has a profound effect on the field re- o . )
quired to produce emission. Figure 3 shows the potential fiefgere the transmission functidd(W) and the supply function
near the emitter for radii ranging froR=5 nm to infinity (i.e., a N(W)dWare given in Eqs(3) and(4), respectively. Similarly, the
planar surface). We choose an effective work functionpef1.7 ~radial component becomes
eV and a dielectric constalt=5.5 (i.e., that of diamond The 4mq [~ . P
value of the work function is a convenient choice to demonstrate (g,)= —3f j D(W)f(W,p) =—dpdW
energy conversion processes. This choice is consistent with the Jh -W,J o 2m

minimum Schottky barrier for nitrogen-doped diamdr&2] and 2 ru
with recent observations and analysis of emission from graphite- _ 4mqm(kT) f D(W)
like grain boundary region13,44]. Later, results for several val- Jh? w,
ues of work function are consideréskee Fig. 5). For each curve in
Fig. 3, the average field produces a current density of 10 A/am
computed using the potential profile of E(L) and numerical
evaluations of the current density integral in E8).. We note that
the potential curves for emitter radii smaller than 50 nm exhib¥here
large differences, while those for radii greater than 50(imolud- W—¢
ing the planar cas®=x) are quite similar. The figure indicates a(W)= ——
that the barrier width is slightly narrower in the high-energy re- kT
gions(i.e., above the Fermi levefor small radii and substantially xIn(t)
larger at lower energies for small radii. Thus, the emission radius dilog( ):f —dt.
influences the energetic distribution of emission. The required ap- 11—t
lied (averagefields range fromF=1.08 V/um for R=5 nm to . . -
IF:)=61(4 V/,urgn );or a plar?ar surfaceR= 00).MThiS difference in The dilog function can be computed efficiently as a selrdks.

applied field strongly influences energy conversion due to the in-The sum of the axial and radial energies .Of E@.and (10)
creased losseg.g., from higher required voltagescurred at represents the total average energy of emitted electrons. _The_se
high fields ' electrons must be replaced by others to preserve charge continuity.

The difference in total average energy between emitted and re-

2.3 Energy Transport. The starting point for energy trans- placement electrons determines whether field emission produces
port modeling is the current density integral of E®), from heating or cooling of the cathode. For example, if the average
which the number of electrons emitted per unit time and area camitted energy exceeds the average replacement energy, then
be derived. Energy moments of this integral can provide energgoling ensuegneglecting other possible energy transport mecha-
transport rates. Chung et &27] reported related calculations fornisms, such as reverse emisgiohe energies of replacement
overall electron energy using numerical evaluation of double ielectrons typically fall near the chemical potengalChung et al.
tegrals. Here, we separate energy into agial., in the emission [27] and Cutler et al[28] showed that the average energy of
direction)and radial(i.e., perpendicular to the emission directionreplacement electrons can be several tenths of an electron volt
components. The underlying free-electron model of the emittbelow . Again, the present formulation differs from that of Chung
material and the separability of the potential field employed heet al. by separating the axial and radial energy components. The
permit this spatial separation. The advantages of the present faverage axial(W,)) and radial (¢,;)) replacement energies can
mulation are thatl) the double integral can be reduced analytibe expressed as an integral over available energy states below the
cally to a single integral an@) directional information is retained chemical potential as

2

1 T
> a(W)?+ — +dilogle*™W +1]

X 6

dw  (10)

(11)

(12)

¢ =W ¢ =W
<Wr>:j W{lff(W,p)[lfD(W)]}dsdef J {1-1(W,p)[1-D(W)]}de,dW
-w, Jo -w, Jo
F W{({=W)+[1—-D(W)]KT}In 2+ a(W)—In[e*™ + 1]]dW
—w,
- (13)
f {(Z-W)+[1-D(W) KT} In 2+ a(W)—In[e*W + 1]]dW
—w,

4 W 4
f f e,{1— f(W,p)[1—D(W)]}de ,dW f g(W)dW
-w, Jo

— Wa

<8pr>= = =
F fg W{l—f(W,p)[l—D(W)]}dsde F {(Z—=W)+[1-D(W)]KT}In 2+ a(W) — In[e*W + 1]]dW
-W, Jo —W,
(14)
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where
)2 2
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Fig. 4 Average emitted and replacement electron energies as

a function applied field. Average axial emitted energy =(W). Av-
erage radial emitted energy (e,). Average axial replacement
energy=( W,). Average radial emitted energy (e,,). Figure inset
shows net electron exchange energy as a function of applied
field. Emitter characteristic radius R=10nm. Work function
¢=1.7 eV. K=5.5. Temperature T=300 K.

wW T 1 .
————[1-D(W)](kT)? 1—2—In(2)a(W)+za(W)2+d|Iog[e"(W)+ 1];.

(15)

Each of the integrals in Eq$3), (9), (10), (13), and(14) has
been evaluated numerically with adaptive quadrature to a conver-
gence to five decimal places. The combination of these integrals
provides a means of evaluating the rate of energy €ixo or
from the cathode due to electron emission. This energy flux can be
expressed as the product of the electrical current density and the
difference in average energy between emitted and replacement
electrons:

J
q":a[<W>+<8p>_(<wr>+<8pr>)]- (16)

The average energies described above depend on the applied
field F, as shown in Figure 4 for an effective emitter radius of
R=10nm at a temperature=300 K. For low fields, the average
axial emission energie8/V) are relatively high compared to the
lowest possible axial energy. As the field increases, the energy
decreases. The decrease in the emission energy is a consequence
of the narrowing barrier width at highly populated energy states.
For both axial (W,)) and transverse(¢,)) replacement ener-
gies, the slight decrease in energy is a consequence of the greater
number of empty low-energy states due to emission from those
states. In the case of emission electrons, their average transverse
energies (g,)), which must be greater than zero, tend to increase
with increasing field due to the reduction in axial energies de-
scribed above. This increase is a consequence of the distribution
of directional energies governed by Fermi-Dirac statisties, as
axial energy decreases, higher radial energy states become avail-
able). The inset of Fig. 4 shows the net electron energy exchange
due to the foregoing mechanisms. The net exchange is positive at
low field due primarily to the emission of high-energy electrons
through the top of the potential barrier. As the field increases,
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Fig. 5 Emission energy flux from the cathode as a function applied field F,

emitter characteristic radius

100 nm. K=5.5. Temperature T=300 K.
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R, and work function
and (c¢) ¢=3 eV. Each part shows curves for three emitter radii,

&: (a) p=1eV; (b) p=1.7eV;
R=10, 25, and
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more low-energy electrons emit, and at a field of approximatelyt8r and external emission from the semiconductor into vacuum.
V/um, the net exchange of energy becomes negative and causesexample, much recent wofR2—-34,50,51pn diamond emit-
cathode heating. ters suggests that the interface between a base eleddter
Predictions from the theory outlined above suggest that sutetallic or semiconductprand diamonda wide-bandgap semi-
stantial rates of direct electrical-thermal energy conversion agdnductor) governs the field emission process. Therefore, the
transfer are possible with field emission. The energy fufrom  analysis of semiconductor emitters can be substantially more com-
the cathode depends primarily on four parametéts:emitter plicated than that of metalsuch as shown in Fig.)2However,
work function ¢, (2) characteristic emitter radiuR, (3) applied wide-bandgap semiconductors, such as diamond, can provide sub-
field F, and(4) temperaturel. As shown in Fig. 4, net exchangestantial energy filtering effects as well as favorable structural
energies greater than 0.1 eV are possible. The net energy flupisperties, and consequently, are well suited to direct energy con-
the product of this exchange energy and the electric current dersion applications.
sity [see Eq.(16)], and consequently, even a large net energy Tunneling into the conduction band of a diamond cathode is
exchange may produce little thermodynamic effect if the curreghown schematically in the one-dimensional band diagrams of
density is low. Fig. 6. Figure 6(a)shows the unbiased state, with slight band
Figure 5 shows the results of this balance for three emitter ragiénding due to space charge effef&&]. The band gafE,=Ec
(R=10nm, 25 nm, 100 nirand work functiong$=1eV, 1.7eV, _E,  of diamond is 5.5 eV, and the difference between the base
3 eV). For each condition, the energy flux at low fields is negligjectrode’s Fermi energy and the cathode’s valence band energy
gible due to the low electrical current density. As the field infor an undoped sample Br5— Ey=1.4 eV, which is the energy
creases, the electrical current increases, and substantial engigiociated with grain boundaries. Cathode doping can alter this
flux away from the emitter is made possible by the net energyergy difference. The effective work functighy represents the
exchange between emitted and replacement electrons. As the figlgh| electron energy required for an electron in the base electrode

increases further, the energy exchange decreases and ultimgigl¥mit into vacuum. The parametgr=E, ..~ Ec is the electron
becomes negative, which causes heating. As the emitter radiijg

. ity and represents the energy required to eject an electron
increases, the peak energy flux decreases due to the downvq:?(ggﬁ:1 y P 9y req )

e oo = . o the conduction band into vacuum. Numerous recent studies
shift in energy distribution that is inherent to larger ra@iee Fig. indicate thaty is negative(although it is shown positive in Fig)6

2). At the same time, the field range for positive energy flux growgne the diamond surface is terminated by hydrof®-56.
with increasing radius due to the reduction in field enhancemeRiyis o ative electron affinity can significantly enhance emission.
The figure also showg a strong |nf|uencg of the work function. ForA gate electrode can be used to extract high-energy electrons
the lowest work functiong=1 eV, very_hlgh rates of I0(_:a| €Ner9Y from the cathode. Figure 1 shows nanotip emitters surrounded by
flux of orderq”~10° W/cn? are predicted for all emitter radii. ate structure. Under a voltage bigmsitive on the gate elec-
The corresponding local current densities for the maximum e dde), the electric field causes the bands in the cathode and
ergy fluxes are of orded~ 10" A/em? for all radii. As the work yacyum to shift, as shown in Fig(l§. Near the base-electrode/
function increases tgy=1.7 eV, the peak energy fluxes decreasgyihode interface, significant band bending narrows the potential
significantly(q”~ 10 to 100 W/crf), and local current densities atparrier width. This narrow barrier increases the probability of
the peak energy fluxes are of order 10° A/lcm?. For the largest guantum tunneling, and field emission occurs. A second tunneling
work function, ¢=3 eV, maximization of energy flux is not evi- process may also occur at the cathode/vacuum barrieg=@r.
dent, and the energy flux is negligible or negative over the entireThe presence of internal field emission significantly compli-
range of applied fields. These results indicate that low-workates the task of modeling. Solid-state scattering events can alter
function materials are necessary to enable significant energy c@fe distribution of electrons that ultimately emit into vacuum. For
version. The probability of developing materials with effectivgyo|ycrystalline diamond films near room temperature, Lerner
work functions as low ag=1 eV are quite remote, and thereforegt a|. [31] showed that electrons can travel quasiballistically for
the associated heat fluxes in Figalmay be practically infea- fjims |ess than several microns in thickness. Thus, for thin films,
sible. For the case of semiconductor emitters, appropriate n-typ@ pand structure of Fig. 6 can provide the basis for a reasonable
dopants could potentially produce effective work functions ne@imjssion model. However, neither Fowler-Nordheim theory nor
¢=1.7 eV, and we note that, in the particular case of diamond, thes foregoing model possesses the fidelity to represent such com-
goal of finding suitable shallow donors has been elusive. HoWjex profiles in detail. We note, however, that unlike basic Fowler-
ever, several recent studies indicate some optimism in this aiggrgheim theory, the present model does allow for the inclusion
[46-49. of size effects in thermodynamic calculations. A more rigorous
. . approach generally requires numerical solutions to Sthger’s
3 Discussion equation57], and the inclusion of multi-dimensional effe¢&8].

Field emission from semiconductor materials can involve boffhe numerical solution of Schdinger’'s equation possesses the
internal emission from a metallic conductor into the semiconduedvantage of eliminating the WKB approximation in the evalua-

E,

vac

Yo

field

et E emission
¢ - <Wor — Lo
Erg g Era  Epg—
<W,>
Ey
Base Wide Bandgap Vacuum Anode Base Vacuum
Electrod: Cathode Electrode E,
Cathode
Era
Anode
(a) at thermal equilibrium (b} tunneling into and from the con-
duction band under bias
Fig. 6 Band diagrams for field emission from diamond: (a) Unbiased at ther-
mal equilibrium; and (b) Field emission via tunneling from the base electrode
to the cathode’s conduction band and from the conduction band to vacuum
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tion of transmission coefficients. Further, a general numericBktimates of these two factors enable estimation of two of the
solver would enable analysis of more complex systems, suchthsee unknown parametefs, ¢, and 8) with an assumed value
resonant-tunneling structur€§—8]. Advanced, multidimensional for the third. Estimation of these values is dubious with linear
tunneling formulations have been reporf&®—64]with particu- Fowler-Nordheim analysis. Also note that the estimation of the
lar application to scanning tunneling microscopy. However, tderivative of the datadl/dV) deserves scrutiny because the dif-
date, a combined analysis, including complex band structuferentiation of discrete points tends to magnify experimental
multi-dimensionality, numerically computed transmission coeffierrors[79].
cients, and energy exchange calculations has not been reportedl geometrically more rigorous approach to emission modeling
and would represent a significant achievement. and interpretation of experimental data has been developed by
We also anticipate that, with recent and continued progressJjsnsen and co-workef87,72,80]. In their work, the emission
nanoscale fabrication methods, new nanoscale materials and suga and field enhancement are related analytically to the geom-
faces will require the replacement of continuum models with suletry of the tip emitter. Further, the variability of emission from
continuum quantum models. Such models would replace the supultiple tips in an array is considered explicitly. It is likely that
ply function N(W)dW of Eg. (5). Miskovsky and co-workers such an approach, when coupled with emission models that in-
have shown that discrete atomic-scale effects can strongly infilude band-bending effects, will provide greater efficacy in the
ence the local density of electron states from which emitting elegiterpretation of experiment results.
trons originate{65]. They have also considered strong localized |n all existing and proposed models for the interpretation of
heating and thermoelectric effects near atomically sharp emittei§id emission data, a statistical approach can provide estimates
[66]. Karabutov et alf44] have postulated that two-dimensionalwith superior confidence as well as insights into the accuracy of
quantum wells are responsible for the low turn-on fields of pol\estimated parameters. The sensitivity of the emission current to
crystalline diamond emitters. Interestingly, the resulting currenghe free parameters can indicate the identifiability of the param-
voltage relations still closely follow Fowler-Nordheim trendseters in a given emission model. Parameter estimation techniques
Fursey and Glazanov have compared current-voltage predictiggs 82]represent a powerful tool for experimental interpretation
of formulations that include nanoscale tip curvature with thosghd model development. Such tools are particularly suitable for
from traditional Fowler-Nordheim theoiy67]. A group of studies fie|d emission applications due to significant measurement noise
by He, Cutler, Miskovsky, and co-worke{§8—71]and Jensen (e g. transient fluctuations of emission curjeand the potential
and co-worker$39,72]highlight the effects of nanoscale tip ge-complexity of new theoretical and computational models. For ex-
ometries on field emission and the commensurate shoricoming,giple, the model developed herein, with the inclusion of tempera-
using traditional Fowler-Nordheim theory for these small-scalg,re and characteristic emitter radius, presents an opportunity for

devices. These studies reinforce the need for advanced treatmggte rigorous determination of physics-based emission param-
of nanoscale and atomic effects in the study of field emitters. a5 through advanced estimation methods.

Advanced electron spectroscopy will be required to study rig- The questions of total eneray conversion capacity and effi-
orously the thermodynamics of field emission. Gadzuk and PIurEI— q 9y pacty

h ) i S ency are important to consider for the broad range of potential
mer reviewed the field-emission energy distributigiED) tech- anIications of field emission devices. The energy fluxes shown in

nique [73]. Most such spectrometers employ hemlspherlca g. 5 result from emission from nanoscale emitters. Both the
elements[74,75]. Recently, researchers have developed nq;

hemispherical 76] and simplified hemispheric§¥ 7] devices that cal energy flux and the number density per unit area of nanos-

offer enhanced resolution and simplicity. Electron spectrosco;:cmale e_mitters V\.'i” uItimate_Iy d_etermine the t_otal energy conversion
has proven to be useful for studying field emission devices wi pacity. A variety of fabrication technologies-nanodiamond pyra-

electronic functions. An understanding of the electron energy df—'dal tips(83], focused ion beam mold84], and carbon nano-

tribution is particularly important in the study of anode heatin L.Jl.JeS[85:|.-6'XISt that can produce trgmendously hlgh.number o!en-
which is a significant cause of failure in high-current field emis>'lles of field nanoemitters. We believe that the rapidly evolving

sion deviceg78]. For energy-conversion field-emission device%'eld of nanofabrication will ultimately present a wide range of

experimental quantification of electron energy distributions wiforication options. _ . i
be essential. Ideally, the thermodynamic performance metrics, coefficient of

Another area for further study involves the interpretation dferformance for refrigeration and thermal efficiency for power
experimental data and its comparison with increasingly compl@gneration, of field emission devices should approach that of the
models. Determination of emission parameters from the Fowlgimiting Carnot efficiency, in a manner similar to that of vacuum
Nordheim theory[see Eq.(7)] has historically been a heuristic thermionic device$86]. In practice, thermal radiation and con-
process where the value of the parameters is largely dependenflgftion losses, as well as electrical losgeg., in terminal leads
the estimation procedure. The incongruous results are a featuré@@fl from Joule heating of tip emitt¢rswould limit practical
the models because the unknown parameters of interest are prifi@ximum efficiencies to approximately 5070 percent of the Car-
rily non-physical and are, in general, correlated. The FowleROt efficiencies. This estimate is consistent with those for thermi-
Nordheim formulation of emission involves three parameterghic converterd86]. Calculations by Cutler et a10] suggest
namely the emission arg@), the work function(¢), and a field that the coefficient of performance of a refrigeration field emis-
enhancement factdp). However, by casting emission data into &i0n device can exceed that of traditional thermoelectric devices.
linear form, only two parameters can be uniquely determined; twide performance can improve further through the use of gate
of the free parameters are linearly dependent on the third. Algctrodes and with retarding potentials. For power generation ap-
result, experimenters must fix one of the free parameters usipligations, traditional thermionic devices using metallic emitters
independent data and then proceed to estimate the remaining ¢ be highly efficient. However, the use of these materials has
rameters using a linear regression. been limited to high temperatufe-1500 K) applications because

One approach commonly used and described by Brodie aifigy prevent the emission of all except the highest energy elec-
Schwoebe[13]is to differentiate the Fowler-Nordheim equationtrons. In effect, thermionic converters are limited by the emitter
with respect to the applied voltage. The voltage and current ar@terial’s work function. In contrast, the development of novel
measured in experiments and the derivative ofith® character- emitter materials with low work functions could make the thermi-
istics can also be obtained from the data. Thus, at any pointpaic process amenable to operation at lower temperatures due to
value for C, [see EQ.(8)] can be calculated, and a regressiothe allowed emission of lower-energy electrons. Consequently, we
procedure is commonly employed to estimate its value. Substitoelieve that field emission materials and devices hold great prom-
tion of this value back into the governing equation proviflgs ise for enabling the operation of a fundamentally efficient energy
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conversion mechanism in temperature ranges where other direct
energy conversion processes lack either sufficient capéeity,
thermionics)or efficiency(e.g., thermoelectrigs

= field enhancement factor, see Fig. 2
= electron affinity(eV), see Fig. 6
dielectric constant, see E(R)

work function(eV), see Fig. 2

Fermi level(eV), see Fig. 2

= radial electron momenturtkg m/s)

4 Summary and Conclusions

Field emission offers an intriguing new technical approach for )
direct energy conversion. This work has provided an overview §ubscripts
the physics of electron field emission with particular emphasis on = replacement electron value
thermal and nanoscale geometric effects. The traditional model for , = radial direction
field emission, based on Fowler-Nordheim theory, ignores thermal
effects and linearizes highly non-linear fields in order to achieve
an analytic solution. The new model presented herein includes the
effects of temperature and nanoscale emitter geometry. The eRieferences
cacy of thls_apprqach IS qemonStra_teq by th? strong effects of ther] Hicks, L. D., and Dresselhaus, M. S., 1993, “Effect of Quantum-Well Struc-
characteristic emitter radius on emissi@ee Figs. 3 and 5). tures on the Thermoelectric Figure of Merit,” Phys. Rev.d8, pp. 12 727—

The potential for high energy capacity and high efficiency sug- __ 12731

) LS ; : [2] Mah . D., 1998, “ Th lectrics,” Soli Ph . 81—
gests that field emission devices may find a broad range of appli2! Manan, @. D., 1998, *Goad Thermoelectrics, Solid State Phas., pp. 8
cations; however, many technical challenges remain, particularlys] Manan, G. D., and Woods, L. M., 1998, “Multilayer Thermionic Refrigera-
as new nanoscale materials and fabrication technologies emerge. tion,” Phys. Rev. Lett. 18, pp. 4016-4019. )
As characteistc dimensions decrease below 10 nm, the cork] Sy s, Lo £, D B L Narvramues o poners ), -
tinuum assumption becomes suspect, and atomic-scale modeling ;o aie Thermophys. Eng. pp. 37-47. ’
will be required. Further, the complex band structure of semicon{s] miskovsky, N. M., and Cutler, P. H., 1999, “Microelectronic Cooling Using
ductor emitters, even at continuum scales, necessitates more ad- the Nottingham Effect and Internal Field Emission in a Diaméide-Band
vanced approaches to the characterization of quantum tunnelin%] %aup '\F"ea“:’:]a; @:ge';l:em RDe\gceigggpI:chgrss'eLﬂgg iig‘;g rﬁlé;;cztlégb”ng .
In order for models to be useful, important material properties,™™ ¢ ficonductors,” Electrochem. Solid-State Le2t,pp. 645—647.
such as work functions and electron affinities, must be charactei7] korotkov, A. N., and Likharev, K. K., 1999, “Possible Cooling by Resonant
ized experimentally. Fowler-Nordheim Emission,” Appl. Phys. LetiZ5, pp. 2491-2493.

Another major challenge lies in the demonstration of practical(®] Eg:zﬂ(;‘é] é-m’}‘s-'sigzq’ éﬁ;srﬁ:\; ;82-&002%3‘6002%?19 by Resonant Fowler-
energy converS|on_. lr_] order to serve useful engineering purposefg] Fisher, T. S., 2001, '“Influence of Nz;moscale Geometry on the Thermodynam-
the nanoscale emission phenomenon must be scaled up to Macro- ics of Electron Field Emission,” Appl. Phys. Let79(22), pp. 3699-3701.
scopic dimensions. Thus geometric, chemical, and surface unifdro] Cutler, P. H., Miskovsky, N. M., Kumar, N., and Chung, M. S., 2000, “New

mity will be important considerations in any functional device. Results on Microelectronic Cooling Using the Inverse Nottingham Effect. Low
Temperature Operation and Efficiency,” Electrochemical Society Proceedings,

TS 0oXxX™®
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The achievement of such uniformity is a significant challenge, 2000-28, pp. 99-111.

even in a laboratory setting.
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Introduction decrease with decreasing period thickness from 300 A to 45 A
S . . . [10]. Some investigations suggest that interface quality may also
As the demand for miniaturization of microelectronics devic onificantly affect the thermal conductivity of superlattices

increases, superior thermal co_ntrol becomes even more impor_ ,12]. However, researchers have reported seemingly contradic-
to the future success of the microelectronics and other industri C?YZ experimental results regarding the effect of interface rough-
Re_duced feature sizes lead to an increase in power dls_S|pat|on R&Ss. In InSh/AISb superlattices, thermal conductivity decreases
unit area, and therefore_ thermal management is a major CONCElL-interfacial roughness becomes more pronouftdd but the
However, resgarch in FhIS area has shown that thgrmal behaviog g 4 may be opposite for Si/Ge superlatti§ea]. Although the
micro/nano-sized devices often cannot be predicted by convelect of fattice strain on electronic properties in superlattices has
tlo_nal macroscopic theory. Nonetheless, the dlscov_ery of Unidyeen studied extensively over the past dedddiel6], there has
micro/nanoscale thermal phenomena has led to an interest in N&YW, fittle or no research investigating how lattice strain may af-
devices and applications that take advantage of the unusual phygsy thermal conductivity in heterostructures. Theoretical studies
ics, and in particular has stimulated new research in the area@¥_19 have demonstrated that phonon spectra are altered by
thermoelectrics[1,2]. An efficient thermoelectric device muststrain in superlattices, but there is conflicting evidence describing
maximize the ratio of electrical to thermal COndUCt|V|ty n add|t|0r‘!he extent of the effect. Presently’ questions regarding the cause of
to providing a high Seebeck coefficient. Hence, engineering a Mfe unusual and somewhat perplexing thermal behavior in super-
terial with a low thermal conductivity is one manner in which tdattices have remained unanswered. A variety of mechanisms such
improve the functionality of the device. The ability to predictas acoustic impedand®0] and phonon spectra mismatER1],
control and manipulate the thermal transport in micrahini-band formation and a corresponding phonon group velocity
nanostructures will most likely result in future progress in the argaduction[22—25, phonon tunneling26], and interface scattering
of thermoelectrics. due to roughness, defects or dislocatiph¥,27]have been pro-
One of the first observations of unusual thermal characteristipesed as contributors. This work further suggests that lattice
of micro/nanostructures involved the appearance of a reducstdain, commonly exhibited by symmetrically and asymmetrically
thermal conductivity in superlattice$3,4], which are two- strained superlattices, may also play a significant role in affecting
dimensional structures of alternating thin films. Capinski et alhermal transport. There is limited understanding of these phonon
[5,6] demonstrated that the thermal conductivity of GaAs/AlAsieat conduction mechanisms and their relation to material proper-
superlattices can be less than that of an alloy of the two materidiss, individual film thickness, the ratio of respective material
Lee et al.[7] also reported a reduced thermal conductivity asseomposition, and superlattice configuration and quality. A goal of
ciated with Si/Ge superlattices. They showed there is an incredBis research is to further reflect the complexity of the situation by
in thermal conductivity with period thickness, resulting in a peadsing computer simulations to reveal interesting thermal charac-
at~200 A, followed by a significant downward trend. In contrastieristics of heterostructures.
Yamasaki et al[8] and Venkatasubramanian et 9] discovered A variety of distinctly different theor_etical and C(_)mputational
the opposite trend in BTe;/Sh,Te; superlattices; for periods approaches have been used to determine the effective thermal con-
shorter than 60 A, the thermal conductivity of these heterostru@uctivity of a superlattice structure. Many studies have employed
tures actuallydecreaseswith increasing period thickness, fol- modified bulk formulas for the lattice thermal conductivity, using
lowed by a trend ofincreasingly higher values. Moreover, &N appropriately adapted acoustic phonon dispersion relation for
Huxtable et al. studied Si/$iGe 5 superlattices and uncoveredthe structurg22,28]. Other investigators have applied the Boltz-

no peak in thermal conductivity; rather, they revealed a non-line&2nn transport equatiofBTE) for phonons[29,30] or Monte
Carlo simulationg31,32]. Often, experimentally fitted values for

Contributed by the Heat Transfer Division for publication in tf@BRNAL OF the phonon relaxation time and acoustic phonon dispersion of

HEAT TRANSFER Manuscript received by the Heat Transfer Division September 200Ulk media are still employed for these methods. By including a
2001; revision received May 13, 2002. Associate Editor: C. T. Avedisian. specularity parameter in the solution of the BTE, researchers have
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been able to capture the effect of a partially diffuse interfadastantaneous temperature at a poinis calculated classically
[11,30]. This study, however, takes a different approach by usifigm the planar average of the kinetic energy of the atoms in each
classical nonequilibrium molecular dynami@4D) simulations to Y-Z plane such that

investigate the effective thermal conductivity of bi-material struc-

tures including simple representations of superlattices. Due to its mEiNxvi2

classical nature, this technique cannot capture effects related to Tx,inst=3N—k (1)
vibrational energy quantization that control heat capacity at tem- B

peratures much below the Debye temperature. However, pho.rWHerem is the mass and the speed of the aton, is the total

characteristics s_uch as dispersion, interface_ reflection, qonmﬁ%'mber of atoms in the specifiez plane andk is the Boltzmann

ment and tu_nnellng are accurately captured W't.hOUt assuming €My qant. After the simulation has reached steady state, this tem-

pirically derived physical values, provided the interatomic p.Oterb'erature is averaged over an adequate time period, and this time-

ItleaslslSc\(/)vrillnmo‘;vgbrgchr:oxgﬂ? plx\/rlgvi?l:sthgsteygrir?fom%gr}s I:nlj aaveraged value is used in the calculation of effective thermal con-
’ ductivity. An appropriate imposed heat flux is chosen for each

three-dimensiona[34] superlattices using non-equilibrium andg, . e 15 ensure that the same temperature differ@ote bath
_equmbrl_um MD techn_lques, respec_tlvely, have uncovered SOMf 60 K and hot bath at-90 K) is maintained across all struc-
|ntere|st;?_g observations regarding thermal transport fires. Argon(Ar) and krypton(Kr) are chosen as the materials for
superiatlices. the analysis whose Debye temperatures are approximately 92 K

There are various factors that may potentially influence the € hd 72 K and melting temperatures are approximately 84 K and

f_ective_ thermal conducti\_/ity of a heterostructure,_including .thi'116 K, respectively. To avoid melting conditions, the Kr film, with
film thickness and the ratio of the respective material compositio o hi(:;)her of the tWo melting temperatures, is é\lways nea’rest the

numbers of interfaces, period thickness, and strain throughout {ig | “5, 2 the simulation checks to ensure that melting does not
structure. This study offers a systematic examination of how the Cour. It is important to note that across this temperature range,

factors might influence the effective thermal conductivity an olecular dynamics simulations have revealed that thermal con-

may, therefore, help to predict how to better engineer these Str%'ctivity is not a strong function of temperatii@6], and there-

tures for use in thermoelectric devices or other related applica- - _ A I~
tions. Lennard-Jones materials are simulated, and although tr}%ire‘ a linear temperature profile is expected, provided the thick

applicability in real applications is limited, the results should b ss of the film/structure is greater than the phonon mean free

ed as a benchmark from which further study of other mater th. The actual heat flux across each plane is calculated from
us S a . y rticle positions and velocities using the equations of Irving and
systems will benefit.

Kirkwood [37]. At steady state, a time average of this calculated
. flux is then spatially averaged across the structure to provide an
Computational Model effectiveheat flux. This value can be compared with the imposed
The computational model is based on the classical MD subrolueat flux to assess the degree to which heat spreading may occur
tines given by Allen and Tildesley{35] and on the non- in the structure in the/- and z-directions. The total simulation
equilibrium simulations of thin films performed by Lukes et altime is determined by estimating the thermal diffusion time for
[36]. However, essential modifications to account for more thaneach structure and using a run time approximately 5—20 times this
single solid material have been made. A schematic of the thregharacteristic time scale. Femtosecond time steps are used, and
dimensional molecular dynamics computational structure tike total simulation time ranges from 1-30 nanoseconds. The
shown in Fig. 1. Boundary conditions consist of an applied heptobable errors of the planar temperature, the effective heat flux
flux in the x-direction and are periodic over eight planes in thand the effective thermal conductivity are determined in the man-
other two dimensiongthe y and z-directions). The periodic ner outlined in the appendix and in more detail by Lukes et al.
boundary conditions simulate an infinite film in these direction$36]. For large structure&=24 unit cells in thex-direction), the
although their use does remove the existence of long-wavelengticulated effective heat flux differed by 8—12 percent of the im-
fluctuations in the system. Nonetheless, certain repeated simyased heat flux, while for smaller structures, the value ranged
tions with up to four times the number of planes in each directidmetween 3—8 percent. The errors in thermal conductivity reported
demonstrated no significant deviation from the results presentggloughout this work are associated with the convergence criteria
here. Fixed walls are used at the ends of the structure in tbethe simulation. For the sake of computational time, the in-
x-direction to discourage evaporation of the constituent atoms drmeased accuracy of the calculation is sacrificed for large struc-
vacuum. The heat flux is simulated by adding energy to the fotures that may require unreasonably long simulation times. Hence,
planes adjacent to the leftmost fixed wallbe hot bath)and re- runs that are too short may be to blame for larger errors, approxi-
moving the same amount of energy from the four planes adjacenately 15 percent in some cases, associated with simulating thick
to the rightmost fixed wallgthe cold bath). The atoms betweenstructures.
these two baths are referred to as “regular” atoms. The effective Utilizing a true representation of the intermolecular potential in
cross-plane thermal conductivity of a structure is simply detethese MD simulations is critical for ensuring that the physics un-
mined by the quotient of the heat flux and the temperature diffederlying the micro/nanoscale thermal phenomena is accurate.
ence across the regular atoms in the structure, multiplied by tifeerefore, only Lennard-JonéisJ) solids, for which the intermo-
total thickness over which the thermal gradient is imposed. Thecular potential is well established, are chosen. The LJ 12-6 po-
tential is

12 6
y “wall” atoms\ D(ryj)=4e (?) _(?) )
ij ij
A/“regular” atoms
wherer ; is the distance between atomandj, ¢ is the well depth
X of the potential andr; is the equilibrium separation parameter.

The force experienced by an atom due to the presence of another
atom is simply the first derivative of Eq2). Using Newton’s

Sl

<

Z “hotu ucold” i i . X i
equations of motion, a relationship between force and acceleration
atoms atoms can be established. Therefore, an indirect relation exists between
the interatomic potential and the vibrational motion of the atoms
Fig. 1 Schematic of molecular dynamics simulation cell in the system. Using a finite difference approach, or the com-
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monly employed velocity Verlet algorithrf88], the acceleration FTTTTTT T T O eI T I I I ]
may be expressed in terms of velocity, position and time, and the -
solution then marches accordingly in time.

The phonon mean free path is generally less th&wnm in LJ
materials[39] as compared to-100 nm in “real” engineering
materials such as semiconductors. Consequently, a much shorte
simulation time is required to accurately capture the physics. To
further reduce computation time, the common convention of using
a cutoff radius outside of which atomic interactions are negligible
is employed. Argor(Ar) and krypton(Kr) are chosen as the ma-
terials for the analysis because their interatomic potentials are
well known. Both of these materials have a face-centered cubic 1 10 20 30 40 50 60
unit cell (UC) structure, and therefore, one UC along the 60kt Agmicplane ) Lyl 1
x-direction corresponds to two planes of atoms. Lorentz-Berthelot 1 10 20 30 40 50
mixing rules[40] are used to account for interaction between Ar Atomic plane #
and Kr atoms. For simulations of bi-material films, the non-
dimensional units are based on the parameters for Kr. For somg. 2 One-dimensional temperature distribution from an MD
simulations, a structure with a coherent interface is desired. $mnulation of a bi-material film composed of 16 unit cells Kr
achieve this, the equilibrium interatomic distance is chosen fégolid diamond ) adjacent to 16 unit cells Ar  (solid circle). The
both materials to be the same and that of Kr=(5.64 A)_ How- temperature jump indi_cates the presence of interfacial therma_ll
ever, the equilibrium interatomic distance for Ar is actuallyesistance. The inset illustrates the instantaneous and best-fit
slightly less @=5.31A), thereby forcing the Ar film to be in slopes of the lines corresponding to the two materials normal-

. ; .~ 7. . ized using the best-fit slope of Kr.

tension. By varying parameters such as structure and individdai

film thicknesses, the ratio of the respective material composition,

the number of interfaces, and lattice strain, the simulations per-

formed here investigate the reduction in the effective thermal cogr regular atoms adjacent to the hot bath. The bestit lines for

ductivity of various bi-material films and simplified superlatticesyqih the Kr and Ar halves are shown, and the respective slopes are
Computational power limits the capability of simulating complexjitterent because the thermal properties of the materials vary.
superlattices, but simple structures with up to twelve periods afe,m graphs such as this one, the effective cross-plane thermal
analyzed. . Ny _conductivity is simply determined by the ratio of the effective heat

For all cases, the effective thermal conductivity of the entirgx and the temperature difference between the first and last plane
structure is compared to an “average” thermal conductivity usings regular atomgusing values from the best fit lines as shown
a simple series resistance calculation involving the respective [&qiplied by the total thickness of the regular atoms in the struc-

sistances of the individual Ar and Kr thin films in their naturahjre. Since the MD simulation of a single film calculates a non-
lattice states such that dimensional thermal conductivity for any Lennard-Jones solid, the

©
o

TTTTT T I I T T T T T T T T T ] T TITr,

b
16 UC Kr 16 UC Ar

Temperature (K)
(2]
(=]

q

o
dT/dx
dT/dx),

(0

oo b b L L Ly

Lo
E

[=2]
o

Rave= R + Rar dimensionalized values for individual films of Kr or Ar may be
(3)  determined using the results from a single simulation and apply-
(e ta)KieKar ing the respective transformation as given by Lukes ef38].
Vet K+ tarkis Comparing the two transformations, the dimensionalized thermal

. ) ) o conductivity of a Kr film is theoretically about 70 percent that of
whereRiis the resistanc is the thermal conductivity, artds the  ar for any MD simulation. This is also evident from the simula-
individual film thickness. The subscript ave refers to the averaggns and the normalized slopes of the two best-fit lines are illus-
property, while Kr and Ar describe the respective individual prograted on the inset to Fig. 2.
erties of each material. This equation represents the expected efrg jnitially assess the effect of a single interface on various thin
fective thermal conductivity if there were no interfacial thermafijm configurations, the thermal conductivities of lattice-strained
effects present to alter the property. Researchers often compg{enaterial films of differing overall thicknesses but with equal
thermal conductivity of superlattices to an average of unstraing¢ividual thicknesses of Kr and Ar are analyzed and shown in

bulk values, assessing that the reduction in the thermal conductyy 3. The lattice strain is imposed by initially forcing the Ar
ity of the superlattice is due to a mechanism such as acoustic

impedance mismatch. However, such a comparison may not be
sufficient to further one’s physical understanding of interfacial
thermal effects since thin film and bulk properties may be mark- P

edly different. Therefore, this study utilizes an average oftliire 'm=n Bu'lk expe:imenta; ks 0_3(', W','m_é:

[\*]
a1
T

g0 T
film thermal conductivities at the appropriate corresponding tem- g Kr I?ng
peratures for a more appropriate comparison to reveal that the Eo 20 [Fhuc nuc Thin film average | I—'
interface can play a substantial role in altering thermal transport. 2 [ b . 4
Note that the average thermal conductivity is estimated using un- 2 i . ]
strained thermal conductivities of the individual films, which al- Sg.15 - e ]
lows one to additionally compare the effect of strain in certain 'g - E Bi-material film b
simulations. s . . E:
go.10 . s " 3
Results and Discussion g C [ ]
o [ 1 1 1 1 1y 17
Effect of Single Interface. An example of a temperature 0.05 ;, 8 12 16 20 24 " 32
profile for a bi-material film(16 UC in thex-direction of Kr ad- : Kr thickness, m (unit cells)

jacent to 16 UC of Ar)is illustrated in Fig. 2. The temperature

profiles for the simulations were reasonably linear for each indfi_—lg_ 3 Effective thermal conductivity of strained bi-material

vidual film, and a temperature jump occurred at the interface bgyar fims as a function of increasing thickness  (solid square )
tween materials. Note that theaxis corresponds to the atomicand compared with thin film average  (solid circle). Note m

plane number, and plane number 1 corresponds to the first plane.
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: Thin film average Kr ] < 0.25 F N = number of periods  interfacesy
2 — 9 uc u-c — £ L x = number of interfaces
: 0.20} I muc nuc | £  Fr-an-1
£ - _b=24UC _|- 5020-{ o 1
s 5 < > > [ Thin film average ]
- i ° ] 3 [ e ]
= ° - . £ B ° i
> = e » -
g 015} - 3 015 o ]
3 i E 5 I Superlattice ° }: ]
c - : s _ _ e o L [ ] L] ] E
S K Bi-material film(n =24 — m) ] g o.10f n .
gotof § B g [ 1
F B u | ] g F u [ IR
Q ] L] I U E N S T BT S
F i ] .05 5 10 15 20 25
B ] - ; , ] Number of Interfaces
0.05 :
4 8 12 16 2 Fig. 5 Effective thermal conductivity of simple asymmetrically
Kr thickness, m (unit cells) strained superlattices as a function of numbers of interfaces
per unit thickness (solid square ) and compared with thin film
Fig. 4 Effective thermal conductivity of strained bi-material average (solid circle)

Kr/Ar films as a function of individual film thickness ratio, but
the same overall thickness (solid square ) and compared with

hin fil lid circle ). N =24—m. . . . .
thin film average  (solid circle ). Note n m differences in thermal conductivities due to the disparity between

film thicknesses. For example, in the 4 UC/20 UC averaged case,

. . . . the structure is composed of 83 percent Ar, and the Ar film is
atoms to lattice spacings equal to that of the Kr atoms, imposinggick”. Together, these effects result in a high thermal conduc-

coherent interface. Note that the structure consists of only Wiy, However, for the 20 UC/4 UC averaged case, the structure
films and is not representative of a superlattice. The standard eri@[:omposed of only 17 percent Ar, but the thickness of the Kr film

analysis[36] for these simulations resulted in errors in the effecl—S large. Even though the thermal conductivity of Kr is theoreti-
tive thermal conductivity between 8 and 15 percent of the calc ally 70 percent that of Ar, a 20 UC film of Kr has a thermal
lated values. Error bars are shown for the first and last points o Xnductivity similar to that ’ba 4 UC film of Ar. and there is a

lfor. clafrity. I;rhi.two diffelr?lm trbends corresaponéj tr? thelMlli) SiMUattening out of values rather than a continued decrease. There is,
aftu%n or the |-£n;':11ter|a | ! ms{d ottom tren )and t'l?hcal culation 5peit questionably due to the relative magnitude of the results in
of the “average” thermal conductivitytop trend). The latter as- o "4 "3 corresponding trend for the case of the bi-material film

s#mhe/lsba slimpl)le séeriels res%istarr:ce_ a:jrja_lé/sisl ?Iivenhbﬁﬁ?using (bottom). There is no conclusive evidence from this study that
the MD calculated values for the individual film thermal conducy, jation in the ratio of the constituent materials influences inter-

tivities at the appropriate correqunding temperatures. T.he .ﬁfﬁEial thermal effects. Nonetheless, it is important to consider this
observation made from the data is that as individual thin f|Ir§B/
|

X . X tio in the design of engineering structures, by accounting not
thickness increases from 4 UC to 32 UC, the effective thermglyy - expected differences due to a disparity between thermal
condu_ct|V|ty also appears to Increase. The phonon mean free pﬁrt perties, but also for thin film boundary scattering effects if one
of Ar is estimated to be approximately 2—-3 U89] @nd is as- - poih of the films are of the order of or less than the phonon
sumed to be of the same order for)Kand therefore boundary mean free path
scattering is dominant for very thin films. Consequently, as film '
thickness increases, boundary effects become less pronounceéffect of Multiple Interfaces. In engineering applications,
and thermal conductivity also increases. However, even for tB&uctures consisting of multiple interfaces are often of great con-
thickest films, the thermal resistance due to interfacial effects andrn. However, there is limited understanding of how to best de-
strain still cause a disparity between the thin film average amsign a multilayer structure for superior control of thermal trans-
bi-material film values. Using the same series resistance formugsrt characteristics. Presently, a general rule of thumb relies on
tion of previously reported experimental results for bulk[K] the hypothesis that increasing the number of interfaces per unit
and Ar[39,41], the effective thermal conductivity calculates téength will result in more phonons being reflected and therefore, a
approximately 0.30 W/mK, which is comparable to the averagedduction in the effective thermal conductivity of the structure.
MD results for the thicker films. Moreover, a comparison of thélowever, some researchers have hypothesized that mini-band for-
two trends illustrates that the presence of a single interface resuttation results in an overall decrease in the phonon group velocity,
in a reduction of the thermal conductivity by a factor-e2. This thereby causing a reduction in the thermal conductif2g—25.
discrepancy may be attributed to one or more of the thermidlthis were true, increasing the numbers of interfaces per unit
mechanisms responsible for interfacial thermal resistance exclptgth would effectively decrease the period thickness, resulting
for the following: (i) interface scattering due to roughness, sincie fewer locations along the dispersion relation where the group
the interface is atomically smooth, ai@ mini-band formation, velocity approaches zero and a correspondingeasein thermal
since there is no additional periodicity. conductivity. Thus, if both mechanisms were significantly present,

To assess the impact of the thickness ratio of the films, thleey would compete against each other to affect thermal transport.
effective thermal conductivities of lattice-strained bi-materidFor this study, simple superlattices, all approximately 75 nm thick
films of the same overall thickness but varying thickness ratios a#8 UC), are used to assess the effect of systematically increasing
compared in Fig. 4. The standard error analysis for these simutae number of interfaces per unit length. The results for superlat-
tions resulted in errors between 10 and 13 percent of the caldize configurations consisting of a single interface and up to 23
lated values. For the series resistance calculdtiop trend), as interfacegnot including the boundari¢gre shown in Fig. 5. This
the amount of Ar is reduced in the structure, there is a corresporudresponds to structures comprised of one, two, four, six, eight
ing reduction in the overall thermal conductivity since the thermalnd twelve periods but with the same overall thickness. The stan-
conductivity of Ar is approximately 1.4 times that of Kr. Howeverdard error analysis for these simulations resulted in errors in the
the decline flattens out for the 16 UC Kr/8 UC Ar and 20 UC Kr/4ffective thermal conductivity between 8 and 10 percent of the
UC Ar structures. It is important to recognize that there are twazalculated values. The top trend in the figure, indicating the thin
competing effects here: the fraction of Ar in the structure and thigm average, demonstrates again that as the individual film thick-
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ness decrease@s it does with increasing number of periods/
interfaces), the thermal conductivity decreases. However, the su-
perlattice thermal conductivity (bottom trend) does not
significantly change over the range investigated here. Nonethe-
less, there appears to be a larger disparity between the thin film
average and the superlattice thermal conductivity for smaller num-
bers of periods. This may imply that for film thicknesses much
greater than the dominant phonon wavelengths, a single interface
and the effect of strain may be responsible for a considerable
decrease in thermal conductivity. However, adding more inter-
faces while maintaining the same overall thickness will not nec- (@

essarily result in a large decrease in thermal conductivity if the

individual film thicknesses become very small. When the thin

films are of the order of the dominant phonon wavelengths, pho- , y Kr Ar
non tunneling may counteract any additional interface reflection b
effects that would otherwise result with the addition of morein- o o o o o ¢-2§ '55 o o o
terfaces. Furthermore, mini-band formation may emerge when © 0 0 0 0,40 e e o o o p
multiple periods are present, acting to further counteract any in- |© © © © © QG e e & o ¢ o
crease in interface reflection. Interestingly, some analytical predic- { © ° ©° ©° o’ 'SI R P |
tions indicate that the thermal conductivity in superlattices should ° o .

decrease with increasing period thickness due to a corresponding Lismom—Om—_——C—t e ® 00 o 0 ] )X
decrease in phonon tunneling, and then approach a constant value < increasing a decreasing a'

at a critical thicknes§21,42]. However, these analytical ap-

proaches cannot entirely capture competing interfacial thermal re-

sistance effects. There is conflicting experimental evidence that (b)

affirms but also contradicts the finding that thermal conductivity

decreases with increasing period thicknEss9], but the super- Fig. 6 (a) initial and (b) final positions of Kr  (light circles ) and
lattices in the referenced experiments are of markedly differefAt (dark circles ) atoms for a molecular dynamics simulation of
materials, qualities and configurations. Certain factors such &8i-material film with a semi-coherent or relaxed interface. The
phonon relaxation time variation, phonon coherence and interfd@géakfoxggﬁgz Zir; Slztti(t)?] t?ﬁeez:t?)igsle?ggsrapnag;’:g]?;gﬁszflvig
scattering due to roughness may differ significantly among,ch that the lattice parameier at the interface is approximately
samples and are often too complicated to evaluate, making average of ay, and a, . The interatomic distance grows
accurate comparison of results difficult. Although MD inherentl¥majier for the Ar atoms and larger for the Kr atoms away from
accounts for many of these factors, limits in computational powefe interface.

did not permit a simple analysis of superlattices with a greater
number of interfaces. Future analysis of larger superlattices may
reveal interesting characteristics. For many of the superlattices
fabricated and proposed as potential thermoelectric compone
the thin film thicknesses may approach the order of the dominai
phonon wavelengths. Even though there are many complex f
tors to consider, improvements in the engineering design of th
structures require that at the very least, the competing effects
phonon tunneling, mini-band formation and interfacial thermal r
sistance be considered.

¥

straints of the relatively small dimensions of the simulation.
?’nsequently, it is favorable for the atomic spacing on either side
_the interface to either slightly contragr atoms)or expand
atoms)to align with adjacent atoms, while the atoms farthest
ay from the interface maintain their respective lattice param-
ters. Since the structure exhibits a smooth transition from the Kr
o Ar film, the interfacial strain is minimized and there is rela-
tively no lattice strain in either film just a few atomic planes away
Effect of Strain. It is well known that a lattice mismatch atfrom the interface. This behavior is similar to what one would
the interface between conducting materials can influence chameect at the interface between heterostructures of nanowires in
transport due to the presence of defects or misfit dislocations, ambich there are only a relatively small number of atoms along the
due to strain-induced changes in the electronic band structure. Thierface as opposed to in an actual superlattice where an interface
effects of interfacial strain on phonon transport and thermal comay consist of many millions of atoms.
ductivity are not well understood. For the aforementioned MD The thermal conductivities of bi-material structures with re-
simulations, the lattice parameter of 5.64(that of Kr) was im- laxed interfaces and of differing overall thicknesses are compared
posed on both the Kr and Ar films to ensure a coherent interfacgith their strained counterparts and calculated average thermal
Similar to an asymmetrically strained superlattice, the Ar film wasonductivities in Fig. 7. The strained and average values for the
kept in tension while the Kr film was not strained. Allowing thethermal conductivity come directly from Fig. 3. The probable er-
natural lattice state of both materials to exist during the simulaer of the effective thermal conductivity for the unstrained case is
tions resulted in an interesting reconfiguration of the lattice struapproximately 10 percent for all structures. The results demon-
ture. Figure 6 illustrates th@) initial and (b) final atomic lattice strate that for the MD simulations, allowing the two materials to
positions in a single&—y plane of a 12 UC Kr/12 UC Ar structure exist in their natural lattice state rather than forcing a coherent
(only the first 12 atomic planes on either side of the interface aierface results in an increase in thermal conductivity. In fact, the
shown for clarity). These snapshots were taken prior to imposiedfective thermal conductivity of the strained structure~85
a heat flux. The natural lattice constants of the respective materipéscent lower than when the entire structure is in a relaxed state.
were initially set in this simulation and were purposely chosen tdsing the thermal conductivity results from the strained and re-
necessitate a large and unnatural degree of lattice mismatch. Afeeted simulations along with the average calculation for the films
an adequate time peridg-2 n9, the atoms rearranged themselvegiven by Eg.(3), the boundary resistandBR) for both the
to, presumably, their lowest energy state, and formed a sersirained and relaxed cases can be determined and compared using
coherent or a relaxed interface to accommodate the disparity lae-simple series resistance relationshiR,s=R« + Ra + Rggr-
tween lattice parameters. Even though periodic boundary con@ensequently, the boundary resistance in the case of the strained
tions are imposed along the planes perpendicular to the interfatricture is calculated to be more than three times that of the
to simulate an infinite film, the structure experiences the spati@laxed structure. Not only does strain throughout the Ar film
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0.25 T T T —— Conclusions

] There is limited understanding of the many complex mecha-
I_' nisms affecting thermal transport in heterostructures with one or
multiple interfaces. This study served to assess the feasibility of

0.20f Thin film average.

/

<
£
3
:’; - N —— _|I_ using molecular dynamics as a tool to further elucidate the effects
8 01sf o rmaARmE m: relaxed, . of varying parameters in these types of structures such as overall
S [ I A A a thickness and the ratio of the respective material composition, the
8 [ Bi-material film: strained E: number of interfaces per unit length, and lattice strain. The results
T 0.10[ I " " 3 indicate that for simple asymmetrically strained bi-material films
g C I " ] where a single interface is present, the thermal conductivity may
= C ! ! ! ! ! | g be less than half the value of an average of two similar thin films.
0.05 4 8 12 16 20 247 32 Moreover, one would expect that varying the ratio of the two
Kr thickness, m (unit cells) materials in a simple bi-material film would also affect thermal

transport, particularly if the thermal conductivities of the two ma-
Fig. 7 Effective thermal conductivity of bi-material Kr ~ /Ar fims  terials are markedly different. However, when one or both of the
as a function of overall thickness  (thickness ratio =1) for  films approach the phonon mean free path, the possible competing
strained (solid square ), relaxed (solid triangle ) and thin film effects of thin film boundary scattering and the ratio of film com-
average (solid circle ) cases. Note m=n. position must be considered. Nonetheless, there is no conclusive
evidence from this study that variation in the ratio of the constitu-
ent materials significantly influences interfacial thermal effects.
There are competing theories that suggest that increasing the num-
result in a decrease in effective thermal conductivity, but the proper of interfaces per unit length will influence the thermal conduc-
erty mismatch that results from the strain also appears to contrtbsty of the structure. However, this study demonstrated that a
ute to a further reduction. Comparing the three trends in Fig. 7,single interface results in a considerable decrease in thermal con-
seems that the strain due to forcing a coherent interface may doctivity, but additional interfaces do not necessarily cause a fur-
tually be a dominant contributor to the reduction in thermal corther significant reduction in the property. Care must be taken to
ductivity. Reflection due to other mechanisms may only result inaccount for the competing increase in effective thermal conduc-
reduction of ~20 percent of the average thermal conductivityivity due to phonon tunneling in superlattices with thin films of
value as compared to a reduction-e60 percent for the strained the order of or less than the dominant phonon wavelength, and it
heterostructures. is important to also examine whether mini-band formation might
Performing a simple calculation to estimate the influence dfe present to counteract phonon reflection at the interface. In one
lattice strain on the thermal conductivity provides elementary imf the first investigations into the effect of lattice strain on thermal
sight to the degree of its effect. Taking the second derivative obnductivity in heterostructures, this study revealed that the im-
the interatomic potentialEq. (2)] gives the spring stiffnesg  posed tensile strain caused by forcing a coherent interface resulted
=d?®/dr of the interatomic bond. Forcing the Ar film in tensionin a significant decrease in the thermal conductivity. A more ac-
to match the lattice constant of Kr, results in a strajns (a, curate theoretical analysis must quantify the effects of the im-
—ay)/ay,=6.2 percent experienced throughout the Ar film. Foposed strain on the dispersion relation and phonon relaxation time
this calculation as is the strained lattice constant, or in this cas€efore a thorough understanding of its effects on thermal conduc-
the lattice constant corresponding to Kr, amgis the equilibrium tivity can be fully appreciated. Nonetheless, results provide some
lattice constant, or the natural lattice constant of Ar. The expreiésight into the mechanisms that may influence thermal transport,
sion for the spring stiffness as a function of lattice strain is derivetnd should be carefully considered in the design of superlattices

for the L-J potential to be used for the purpose of manipulation of heat flow.
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where the spring stiffness at equilibriurgy=72¢/2"%0. Be-
cause of anharmonicity in the interatomic potential, the springomenclature
stiffness of the strained lattice will be different from that of the
relaxed state, and foy=6.2 percentg/go=0.21. argon

The change in spring stiffness fundamentally alters the phonon C = specific heatJ/kg-K)
dispersion relation, which in turn modifies the phonon group ve- Kr = krypton
locity as well as the lifetime of phonon-phonon interactiop, . total number of planes )
The effect of both these contributions to thermal conductivity can Nx = a&tomic plane number at location
be significant. As a demonstration, consider only the effect of R = thermal resistancek/W) )
modifying the phonon group velocity and disregard a change in Tx = atomic plane temperature at locatien

X
Tph- Then, applying kinetic theory and substituting the velocity, =~ & = lattice constantO)
v~r;;/g/m, into the expression for thermal conductivity, b = slope
g = spring stiffnesgN/m)
1 9 k = thermal conductivit W/m-K)
k=ZCra=ryp (5) ks = Boltzmann’s constant (1.3810 22 J/K)
3 'm m = mass(kg)
, q = heat flux(W/m?)
whereC is heat capacity. Using the above expressions, the thermal (. = distance between atomsndj
conductivity of the relaxed Ar film is reduced by80 percent t = thickness(m)

when a strain of 6.2 percent is imposed. However, molecular dy- ; = velocity (m/s)
namics simulations of single Ar films in the strained and relaxeg

states revealed a reduction of ony30 percent in thermal con- reek Symbols

ductivity. e = well-depth paramete(d)
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Method for Radiative Heat Foax TEGy TAhiT A oo
Transfer in a Two-Dimensional wherel =1 (N, %Y, ,8), 1=\, X,y), ay=ay(\,x,y), and

. (u,é) are the direction cosines.
Rectangular Enclosure With a Nongray  The nondimensional form of the above equation is obtained

Medium A
% ’
MW‘H'fW"‘KL‘l)\ =KL 15p 2
Ye Wang and Yildiz Bayazitoglu by introducing the following nondimensional parameters.
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Introduction e .
The mathematical model for describing a radiation field in a hW'=1-ANM(oTy)
participating medium is the radiative transfer equatigfE). The E=1],-AN(aTH),

dependent variable in the RTE, the spectral radiative intensity, is a ) ) ) )
function of location, wavelength, and solid angle. This makes {fhereL andH are the width and height of the two-dimensional
very difficult to be solved, especially for multi-dimensional geomtectangular enclosure, and«y, are the optical width and optical
etry. Therefore previously the gray medium assumption was udifight,Ao andA\ are the starting wavelength and the wavelength
ally used to simplify the problem[1-3], and combined width of the absorption band, respectively, ahdis the tempera-
conductive-radiative heat transfer in multi-dimensional geomettyre of surface 1. Thug*, y* €[0,1], \* €[0,1].

was also studied4—6]. In order to incorporate the nongray ef- The nondimensional radiative intensity* in the RTE Eq.(2)
fects, many approximate methods have been developed. Ondsoé function of the wavelength, location, and solid angle. Many
them is to apply the picket fence modgl], where the band- successful methods to solve the location dependent problems
distributed radiative properties are approximated by a box modé&uch as finite difference and finite element mejhand the solid
Another approach is the weighted-sum-of-gray-gases mi@lel angle dependent problenisuch as DOM and®-N approxima-
where the nongray gas is replaced by a number of gray gastsn) already exist. Studies show that the absorption coefficients of
Other researcherf9—-10Q] introduced the wavelet expansion tomost participating media are strongly dependent on wavelength. A
evaluate the spectral radiative intensity in their one-dimensiorgimilar behavior is expected for the radiative intensity. Since
nongray analyses. This paper will extend the use of waveletgvelet is relatively new and very useful tool for function ap-
in the solution of nongray problenj40] to the two-dimensional proximation, the wavelet expansion in the wavelength domain is
geometries. The results of pure radiation without internal heat
generation will be presented for nongray medium in a rectangular y
enclosure. T

(0, H) SURFACE 2 (L,H)

Numerical Analysis

In general, the governing equations for radiative heat transfer in
the field of a participating medium are the radiative transfer equa-
tion and the energy conservation equation. By simultaneously
solving these two-coupled equations, the temperature distribution
and heat flux in the field can be obtained. For simplicity, the
absorbing, emitting, and nonscattering medium in a two-
dimensional rectangular enclosure is considered here, as shown in
Fig. 1. The surfaces of the enclosure are assumed to be black and
isothermal.

SURFACE 3
SURFACE 4

xy) M

1 Radiative Transfer Equation. The RTE in a two-
dimensional rectangular enclosure is _
8 0,0 SURFACE 1 €L, 0 X

Contributed by the Heat Transfer Division for publication in th®URNAL OF . . . i
HEAT TRANSFER Manuscript received by the Heat Transfer Division February 5Fig. 1 Geometry and coordinate system of two-dimensional
1999; revision received April 16, 2001. Associate Editor: P. Menguc. rectangular enclosure
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introduced to evaluate the wavelength dependence of radiatimerical methods such as finite volufe3] when boundary con-
intensity. ditions are given.

Applying the discrete wavelet transform metHdd], the radia- Boundary conditions for the DOM are generated by expressing
tive intensity is first expanded in terms of the wrapped Daubechiti® intensity leaving the surface along the ordinate direaticas
waveletW, as, the sum of emitted and reflected intensities. In a two-dimensional

N rectangular enclosure the boundary conditions are the following:

OV X5, y* w, €)= 2, Ci(x*y* m,é)- Wi, 4 1-e
§ Vit .21 YT E) W ) at surface 1 |{Tn:8|£§+7 > Wil Emell 1 €n>0
£mr <0

where (11a)

mt =) at surface 2 I} |’*+l_8 D Wl Em|l% €m<O
=g e dELT
W,=22.W(2I\*—k) i=2,3,...N. (5b) AT Tl e

Herej andk are integers and describe the scaling and dilation of (11b)
the wavelets, respectively. Daubechies wavelets are a set of com- - e L1—e .
pact supported base functions. They constitute an orthonormaft Surface 3 hm=elho+ —— 2,;0 Wi | €[
system, that is, fm
fim>0 (11c)

1
f Wi-W-dN* =g, (6) 1—
0 % X3 € 1%
at surface 4 Im=slkb+T E Wi | €11
where § is Kroneckerd-function. Ha =0
Now we substitute the expansion E4) back into the RTE Eq. wm<0 (11d)
(2) and apply the Galerkin method, considering the orthonormal
property Eq(6) of the wavelet functions. A set of equations about Since all the surfaces are assumed to be black, the boundary

the expansion coefficients;(x*,y*,u, &), are created as conditions come down to following:
de,  de & [ =1 b (12)
*
Mg T §dy* +Zl Ci- . rep- Wi Wj-dh Now we apply Galerkin method to the boundary conditions by
substituting the expansion E¢4) into Eq. (12), multiplying by
1 . the wavelet bases on both sides, and integrating over the wave-
= [ ke lip - Wi-dhF, (7)  length domain. With the consideration of the orthonormal prop-
0 erty of wavelet functions, a set of boundary conditions for Eq.
wherej=1,2, ... N. (10) can be obtained as
In matrix form, it becomes 1
dc dc Cjm= fo Ao Wi+ dAF, (13)
p——rt+r-E—+A-C=B (8)
dx dy wherej=1,2,... N.
where The expansion coefficients in a particular directiop,,, can
- - T be solved from Eq(10) when the temperature distribution of the
C=[cy(X*,y*, 1, &), ... Cn(X* Y"1, 8)] (9a)  medium is giver(sinceA andB in Eq. (9b,c)are functions of the
1 temperature distributionOnce the expansion coefficients are de-
A :f ki -Wi-Wi-d\*, i,j=1,2,... N (9b) termined, the radiative intensity and heat flux in the direction
o . can be calculated as follows:
1 1 T * ' X3
B= f KL’I),\E'Wl'd)\*----yJ' KL'I;\E'WN'd)\*} . Im:fol)\m'd)\*zcl,m (14)
0 0
(9¢) M M
The unknown vecto€ here is not dependent on the wavelength. It ar = E Wi e = E Wi ibm* C1m (15a)
can be solved with any numerical method developed for gray m=1 m=1
media. M M
Among the numerical methods developed for solving gray me- * _ e = e
dium radiative heat transfer, the DOM is considered to be a prom- Ary mzzl Win- ém-Im mzzl Win- &m: C1m (15b)

ising one with high accuracy and little computer time consump- ) o )

tion. We use this method in this work to solve the set of equatiof§'d the divergence of the radiative heat flux is

about the expansion coefficien® which are the functions of % * M

location and solid angle. v.q* _ 99 x i My _ S w (,u aCl.err_§ (701,m)
Applying the DOM, Eq.(8) is replaced by a set of equations of Toox* ay* A= MM oxex ™ gy*

discrete ordinate directions,

M N
dC dC = Wyl Bi— 2, AgiCiml|. (16
Mde*m—i-rme:-i-ACm:B, (10) mE:l m( ' .21 Y "m) (16)
Note that these are values inside the absorption band. Outside the
— T
where - Cy=[Cym(X*\y* . &m), - - - Cnm(X* " thm €m)] band, the radiative intensity and heat flux will not change through-

with m=1,2,... M, A andB are as above in Eq9b,c). The
selection of the ordinate directiong.(,,&,,) and their quadrature
weightsw,, was given if12]. Equation(10) is a set of differential 2 Energy Equation. For the case of pure radiation, the en-
equations about the coefficients,, and can be solved with nu- ergy equation is

out the medium since no absorption occurs there.
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vV-q,=9". (17) Table 2 Nondimensional surface heat fluxes g,/oTs in two-
) dimensional rectangular enclosures with nongray medium CO 2
Nondimensionalize the above equation as for various aspect ratios  (Case 1)
V.gF=0 if g”=0 (18a) position r=1.0 r=2.0 r=5.0
. e x bottom (hot) wall
V-gr=1 if q”#0, (18b) 0.1 195.709 195.587 195315
andr=L/H is the aspect ratio where and H are width and g§ igi;ﬁ ig;:ﬁg :3;1)22
height of two-dimensional enclosure, respectively. The dimen- 0.4 195712 195.362 195.033
sionless parameters are 0.5 195.705 195.346 195.023
* 4 . " transparent 196.754 196.754 196.754
qr=q,/(cTy) if g”=0 (19) YV side (cold) wall
* _ m : m 0.1 -59.852 -76.298 -88.309
gr=a:/(q"-L) if q"#0. 0.2 -58.913 -76.308 -88.628
0.3 -57.785 -75.975 -88.639
0.4 -57.249 -75.340 -88.551
0.5 -57.041 -74.609 -88.420
Table 1 Convergence of nondimensional temperature distri- 0.6 -56.892 74011 -88.261
bution (E—E,)/(E;—E,) at centerline in two-dimensional g'; 'gg'zgz ';i'gjg 'gg'ggg
square enclosure filled with nongray medium CO  , (Case 1) 0.9 36,078 73200 87487
Y =00 Y =05 Y =10 A transparent -57.628 -75.153 -88.636
x top (cold) wall
Nt 0.4682 01712 0.0618 0.1 79746 -119.729 -158.946
N=16 0.4866 0.1746 0.0612 0.0184 0.2 -80.371 -120.963 _159.938
N=32 0.4961 0.1767 0.0608 0.0095 0.3 -81.208 -121.190 -160.518
N=64 0.5009 0.1779 0.0606 0.0048 0.4 -81.550 -121.310 -160.597
0.5 -81.605 -121.387 -160.590
transparent -81.498 -121.601 -161.300
Total
1 " T bottom wall 195.641 195.427 195.154
oot i side wall -57.446 -74.687 -88.117
top wall -80.715 -120.623 -159.760
0.8r H=1cm ] total 0.034 0.117 0.148
0.7t r=UH | o error 0.017 0.060 0.076
0.6f N=16 1
I o5t 1
0.4F 1
o3¢ | Table 3 Nondimensional surface heat fluxes q,/o-T‘21 in two-
0.2r - dimensional rectangular enclosures with nongray medium CO P
ol | for various aspect ratios  (Case 2)
0 . . . . . o~ . position r=10 r=2.0 r=5.0
0 01 02 03 04 05 06 07 08 5 bottom (hot) wall
0.1 191.616 191.014 190.294
(E-EJ(E,-E) 0.2 191.217 190.523 189.879
0.3 190.987 190.280 189.725
Fig. 2 Nondimensional temperature distribution at centerline 0.4 190.868 190.162 189.663
in two-dimensional rectangular enclosure filled with nongray 0.5 190.832 190.126 189.646
medium CO , for various aspect ratios (Case 1) transparent 196.754 196.754 196.754
y' side (cold) wall
0.1 -58.408 -74.803 -86.847
0.2 -57.446 -74.303 -86.638
0.3 -56.644 -73.840 -86.371
0.4 -56.175 73374 -86.117
0.5 -55.900 -72.934 -85.884
0.6 -55.693 -72.570 -85.670
0.7 -55.506 -72.292 -85.465
0.8 -55.307 -72.076 -85.262
I 0.9 -55.085 -71.894 -85.057
> transparent -57.628 -75.153 -88.636
X top (cold) wall
0.1 -78.052 116.765 -154.977
0.2 -78.366 117.366 -155.526
0.3 -78.742 117.531 -155.820
0.4 -78.894 117.630 -155.883
0.5 -78.920 117.679 -155.890
transparent -81.498 121.601 -161.300
total
(E-EV(E,-E,) bottom wall 191.200 190.578 190.008
side wall -56.309 -73.139 -85.897
Fig. 3 Nondimensional temperature distribution at centerline top wall -78.506 117.239 -135.426
in two-dimensional rectangular enclosure filled with nongray total 0.077 0.200 0.223
% error 0.040 0.105 0.118

medium CO , for various aspect ratios (Case 2)
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To solve the RTE and energy equation simultaneously, tiMomenclature

modified quasi-linearization algorithitMQA) [14]is applied by _

treating the energy equation as the constraint condition for the ach B

RTE. i
In summary, the over-all solution procedure is as folloys:

Assume the initial temperature distributiof2) calculate the ab- d =
sorption coefficieng, ; (3) calculateA andB according to expres- E =
sion (10b,c);(4) solve Eq.(10) for the coefficients; ,; (5) Cal- H =
culate the radiative intensity and heat flux by expressigh and I =
(15); (6) if the energy equationl8) is satisfied, stop; otherwise, Iy =
adjust the temperature distribution; af¥) repeat step§2) to (6) p =
until the energy equation is satisfied. L =
M =
N =
Results and Discussion q =
r

A square enclosure filled with a nongray medium is considered. q” =
It is assumed that surface 1 is hot at temperafye the other r =
three surfaces are cold at zero temperature. No heat generation
takes place inside the medium, so EtBa)is the energy equation S =
where the nondimensional parameter is the emissive power of the T =
hot wall. In this work, as an example, G@& chosen and its 4.3 T, =
wm absorption band is studied. The absorption coefficient is W, =

evaluated by w, =
X,y =
sinh(27- y/d)
=0 S Cogtiza yd) -1 e =
o =

ij
e =

wherep is density,S/d is mean-line-intensity-to-spacing ratio, and
yl/d is line-width-to-spacing ratio for the considered narrow band.
The parameters/d and y/d incorporate the effects of wave-  XH
length, temperature, and pressure and can be fouhtbih

spectral absorption coefficient

wavelet expansion coefficients of spectral radiative
intensity I ;

spectral line spacing in E¢20)

emissive power € o T4

height of the two-dimensional rectangular enclosure
radiative intensity

spectral radiative intensity in a particular direction
spectral blackbody intensity in a particular direction
width of the two-dimensional rectangular enclosure
number of discrete ordinates in DOM

number of wavelet expansion terms of radiative in-
tensity

radiative heat flux

internal heat generation rate

aspect ratio of two-dimensional rectangular enclosure
(=L/H)

mean line intensity in Eq20)

temperature

temperature of surfacéi=1—4)

wrapped Daubechies wavelet functions

quadrature weight of discrete ordinate in DOM
coordinates

Greek Symbols

line half width in Eq.(20)

Kronecker&-function

emissivity

optical height for two-dimensional rectangular enclo-
sure

The examples considered are x, = optical width for two-dimensional rectangular enclo-
sure
. _ _ N = wavelength
case 1: T,=1500 K, T,=400 K, )
! 2 \o = start wavelength of the absorption band
Peo.=0.2 atm, Py.=10 atm, H=1 cm AN = wavelength width of the absorption band
2 2 m,&,m = direction cosines
p = density
case 2: T;=1500 K, T,=400 K, o = Stefan-Boltzmann constant
o = solid angle
Pcoz—l.O atm, PN2—0 atm, H=10 cm Subscripts
These examples are chosen because there are one-dimensionallt = height
results to compare with. L = width _ _
The convergence trend of the centerline temperature distrib#in,m’ = directions of the discrete ordinates
tion for case 1 for an increasing number of wavelet expansion r = radiative
terms is presented in Table 1. Considering the current limit of w = wall

computer capacity, all subsequent results for nongray medium are A =

spectrally dependent

obtained withN=16. The temperature distributions at the CemerSuperscripts

line are shown in Figs. 2 and 3. The results for the limit are
taken from one-dimensional cagE0]. The results follow the ex-
pected trend as the aspect rationcreases. The nonsmoothness

nondimensional quantity

for optically thin medium in Fig. 2 is due to the ray effect that iReferences
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Experimental Study on Forced

Convection Heat Transfer consists of six main parts: a test sectiaisorber), an absorption/
. . . compression loop, a hot and cold water loop, a R-22 concentration
Inside Horizontal Tubes in an regulating circuit, a cooling circuit of low capacity and a data

Absorption/Compression Heat Pump  acauisition system.

The Test-Section. A coaxial tube-in-tube heat-exchanger has
been used as the absorber. The absorber tube has an OD of 19 mm

Li Yong and K. Sumqthy ] ) ) ) and an ID of 16 mm and the annulus surrounding the absorber
Department of Mechanical Engineering, University tube is also of the same length with an ID of 27 mm. The test
of Hong Kong, Hong Kong section is of 24 m in length and is subdivided into four equal parts

to detect the local heat transfer, which is transferred from the
two-phase refrigerant mixtur®-22 vapor-+weak solutiono wa-

ilocal ab ion h ¢ ffici d ter in the annulus. The exterior of the annulus is insulated with a
Quasi-local absorption heat transfer coefficients and pressuffiqy |ayer of insulation to ensure adiabatic condition. The flow

drop i_nside a ho_rizontal tube absorber hgve b?‘e” investigat? es of the weak solution and R-22 vapor are controlled using a
experimentally, with R-22/DMA as the working pair. The absorbefy oo\ a1ve V3 and compressor. Since the weak solution pump is

is a counterflow coaxial tube-in-tube heat-exchanger with tr\%ry sensitive to cavitation, a cooling circuit of low capacity is
working fluid flowing in the inner tube while the water MOVeS<ad to cool the weak solution

through the annulus. A large temperature gliding has been expe-

rienced during the absorption process. Experimental results showThe R-22 Concentration Regulating Circuit. The circuit

that the heat transfer coefficient of the forced convective vapoontains two valves and a R-22 accumulator with cooling water
absorption process is higher compared to the vertical falling filflowing through it. In order to test the effect of R-22 concentration
absorption. A qualitative study is made to analyze the effect ofi the heat transfer process, the R-22 concentration regulating
mass flux, vapor quality and solution concentration on pressugércuit is used. Similarly, to increase the R-22 concentration, the
drop and heat transfer coefficients. On the basis of the experimeystem is halted temporarily such that the pressure in the recu-
tal results, a new correlation is proposed whereby the two-phagerator as well as regenerator 1 reduces, and R-22 is added into
heat transfer is taken as a product of the forced convection of thiee accumulator through valve V13. To reduce concentration, the
absorption and the combined effect of heat and mass transferpatmp circulating the weak solution is stopped, while the compres-
the interface. The correlation is found to predict the experimentabr continues to operate. Meanwhile, the R-22 in the accumulator
data almost within 30 percent[DOI: 10.1115/1.1473142 gets cooled and condensed by the cooling water.

Keywords: Experimental, Forced Convection, Heat Transfer, Experimental Procedure. A typical experimental run begins
Heat Pump by first turning on the water pumps and fixing the mass flux and
temperature at the desired level. Next, the compressor is turned on
) and valve V6 is opened for compressing the vapor into the ab-
Introduction sorber. The expansion valve V5 is also opened slightly for throt-

Several large-scale absorption/compression heat pumps hHg@ the condensed liquid. On realizing the cooling effect in the
been operated to identify the appropriate cycle components, l_glgpllng circuit, the weak solution pump is turned on and valve V1
there is still considerable work to be done before the absorptidi/OPened to circulate the weak solution in the system. Meanwhile,
compression technology can be considered a viable alternati} €xpansion valve V5 and by-pass valve V3 are regulated to
solution to the vapor-compression technology. Most of the expeﬁghleve desired pressure and flow rate. The system is then allowed
mental works reported have used the vertical or horizontal shéréach the steady-state condition before the data-acquisition pro-
and tube heat-exchanger as absorber and deddrbdorstensson €SS begins. Achieving “steady-state” conditions is defined by

and Nowacki[2] used coaxial tube-in-tube heat-exchangers f&auiring less than 2 percent fluctuation in system pressure and
temperatures within 10 minutes. Once the steady-state condition is

Contributed by the Heat Transfer Division for publication in tr@JBNAL OF reached, the data acquisition system records measurements of

HEAT TRANSFER Manuscript received by the Heat Transfer Division July 13, 2001(€Mperature, pressure, and mass flow rates at various points
revision received February 25, 2002. Associate Editor: B. T. F. Chung. around the experimental loop. The experimental work were con-
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heat
recuperator

w9

water

tures in each sub-section. The energy transfef@dn each sub-
section is calculated from an energy balance on the water flowing

I T receiver in the annulus.
’ 4’ V6 absorber test seetion The quasi-local heat transfer coefficiett) of the two phase
absorption process for each subsection of the absorber is deter-
| viz R-22 accumulator I
[ —— mined as:
L___: Yo e en cooling
: T h
I! regenerator 1 V2 "X compressor } et i _ dii _ dii _ dii In % (3)
i regenerator 2§ A " Vi3 htp dio U dio ' hW 2)\0 dii
| y o separator . . . H 1
i vs A @ flow meter whered;; denotes the inside diameter of the inner tube. Physical
) generator g b | g valve properties of the working pairs are calculated using the database
| _ IX_'“ developed by Guo et al4].
i """""""3{,“,;‘3 | 9 pressure transducer The value of “Q” is checked by comparing the energy balance
[I— . s @ thermocouple on the absorption sid®) , during single-phase flow experiments.
——— R-22vapour — - — concentration regulating circuit The two energy balances@-andQ, agree within 2.2 percent for

weak solution

cooling circuit

strong solution and two phase flow

Fig. 1 Schematic diagram of the experimental setup

ducted under certain

temperature—293 to 323 K.

Data Reduction

test

conditions: (i)

solution
concentration—64 percent to 90 percent weight of R{ERweak
solution mass flux—91 to 280 kghi®s); and (i) absorption

all runs. Temperatures of the fluid are measured by pairs of ther-
mocouples at each location and have experimental uncertainties
by about+0.2 K. The pressures in test-section and pressure drop
of each sub-section are measured respectively with strain-gauge-
type pressure transducer and differential pressure transducer accu-
rate to 0.1 percent. The mass flow rates have uncertainties of
+0.5 percent and the water-side thermal resistance is about
22 percent49 percent of the total thermal resistance and
propagation-of-errof5] analyses provide the uncertainty #9.3
percent forh, .

Results

As mentioned earlier, since the absorber test section is Verygyperimental in-tube forced convective absorption heat transfer
long (length=24 m), it is divided into four subsections, in ordercoefficient data and pressure drop results are reported for the
to detect the local parameters. Hence, the average heat trangfsfking pair R-22/DMA in an absorption/compression heat pump.
coefficient in each subsection is treated as quasi-local heat transfgg results are compared to the conventional falling film situation.
coefficient, which in turn is determined from the overall heaf js gpserved that the heat transfer coefficient is in the range of

transfer coefficient and the water-side heat transfer coefficient

using the procedures described below.

The water-side convective heat transfer coefficidny)(is cal-

culated using the correlation of heat transfer in the anni8iis
h,=0.01032Re;*"~ 280 P1{;(do; /dio) M T\ /(d — o) ]

1)

8%0~2200 W/(nfK), higher than that of a falling film(200
~900 W/(nf K), [6]). Also, a temperature gliding of about 25 K
can be realized in the present experiments, which can be utilized
to enhance the system COP.
Since the in-tube forced convective absorption was demon-
strated to be more effective, experiments were also conducted to
udy the effect of various parameters that influence the heat and

o s
whered;, andd,; denote the inside diameter of the outer tube a”ﬁﬁass transfer coefficient as well as pressure drop of each sub-

outside diameter of the inner tube, respectively. The overall h
transfer coefficientU) is found from the energy balance on th

test sub-section.

U Q

T ALMTD

)

e'saéction, such as the mass flux and the solution concentration in the
eabsorption section. Since the concentration could not be con-
trolled directly, R-22 concentration is calculated based on conser-
vation of species and energy. Hence, only certain range of R-22
concentration has been chosen to represent the quasi-constant con-
centration for the different mass fluFig. 2(a)). In the figures,

The log mean temperature differen@eMTD) is determined the vapor quality(Y) represents the average quality of each sub-
from the water-side and absorption-side inlet and exit tempersection.

140 140
e Y=15+-(3) %
73% <X < 77% Y=20+-3)%

120 120 | G=190kg/ (m?s)
= . « ¢
§ n Y=30+4+-3)% &

100 4 73% <x<77% » 100 4 .
gu S
£ £ .
= 804 n . =~ 804
2 ) 2 e
=2 L ° 5 .
2 60+ . % 60
@ ]
= o
Q.q | ] . 9-1

40 A 40 -

L]
20 T T T T T T 20 T T T T T T T T
80 100 120 140 160 180 200 220 68 72 74 76 78 80 82 84 86

70

Mass flux, kg / (m?s) R-22 concentration, %

Fig. 2 Absorption pressure drop for DMA  /R-22 mixture showing the effect of (&) mass flux, and (b) R-22 concentration
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& 1600 Z 1600
Q Te Y=8+-3)% . E Y=10+-(3) %
g v Y=15+-(3) % . g P=720kPa
= o0 ™ Y=254-(9% 4 = 1400 { G=180kg/(m’s)
= A Y=40H-(R)%, 4 . v >
‘E: P = 900 kPa . Ve E
g 1200 + 70%<x<80°;6 . . . é 1200 - .
s : :
2 1000 A S 1000 +
9 Y St
-, Q L4
& v <
»
S 8047 S 800{
& &
- -
g s
@ 600 : : . ; ; ‘ o 600 ; : , ‘
= 80 100 120 140 160 180 200 220 62 64 66 68 70 72
Mass flux , kg / (m? s) R-22 concentration, %
Fig. 3 Quasi-local heat transfer coefficient versus (a) mass flux, and (b) R-22 concentration
The absorption pressure drop of each sub-section for DMA/ hep 1\% 1
R-22 mixture is shown in Fig. 2. The data in the FigaRcorre- -Gl 17 POR LS (4)
sponds to two average quality conditions corresponding to certain ' tt E T

R-22 mass concentration within a range of 73 percem the above equatiorPg is a new dimensionless parameter that
~77 percent. It is seen that, the pressure drop increases with fBgresents the combined effect of heat mass transfer at the moving
increase in mass flux and also as expected, the pressure d§gB-liquid interface. The heat transfer coefficient with total mass
increases with the increase in the vapor quality, in the test sectiggyy rate as liquid ), for each subsection of the absorber is
Besides the influence from mass flux and vapor quality, anothgstermined using Dittus-Boelter equatif.

factor affecting the pressure drop might be the R-22 concentra-Tpe coefficientsC,, C,, C, that appear in Eq4) are obtained
tion. Hence, the influence of R-22 concentration on the pressyfgm the experimental data by using a least-squares technique.
drop is plotted in Fig. &). It is seen that, a higher pressure droased on present experimental study the optimal values turn out
is experienced at lower R-22 concentrations. This is becauseigfhe 5897 0.149, and 1.016 respectively. The predicted heat
the fact that at any given temperature the viscosity of DMAyansfer coefficients are then compared with the experimental val-
(1.02x10 % kg/(ms) at 298 K)is higher than R-22. Therefore, yes as shown in Fig. 4. It can be seen that the correléBpoould

when R-22 concentration is lower, it implies that the fraction Ofredict the experimental data almost within 30 percent.
DMA in the mixture is more which results in higher frictional

losses, leading to a higher pressure drop in the test-section. %:5 89{ 10149 1

()

Figure 3 shows typical results of the effect of mass flux and h, X_tt
R-22 concentration on the quasi-local absorption heat transfer for
DMA/R-22 mixtures. It is found from the Fig.(8) that, other Conclusion
conditions remaining the same, high vapor-liquid mixture mass
flux results in a higher absorption heat transfer coefficient. This i
attributed to greater convection effects at higher mass fluxes. It
also apparent from the Fig(&) that high average vapor quality
produces higher coefficients, because the average film thickness is
thinner. Thus, as absorption progresses, the rate of heat tran:
decreases owing to the increase in the liquid film thickness al

_

decrease in flow velocity. From Fig(B, it can be seen that the &
heat transfer coefficient increases slightly with increase in avera
solution concentration. This is because the viscosity of the wor

ing pair decreases with the increase in R-22 concentration.

1+ PR, Le?

In-tube forced convective absorption for working pair R-22/
A has been studied experimentally in an absorption/

results (hgy,

The Proposed Correlation

In the absorption process, the heat and mass transfer resista.§ € 1
mainly occurs in the liquid film. The absorption process of a mix&
ture can exhibit significant differences from condensation of
single, pure component. The differences are related to the phi3
equilibrium effects which are referred to as mixture effects. Thg 4 |
heat transfer is not only influenced by the physical properties &
the mixture(such as thermal conductivity, viscosity, specific heg E‘
etc.), but also influenced by the phase equilibrium and mass de&«
fusion resistance. With the heat and mass transfer coupled
gether, the mixture effects are determined by the combined effe:
of phase transition properties and mass transfer resistance.

Since there is a similarity between the in-tube forced conve Experimental data(htp/ hy)
tion absorption process and generation process, the model sug-
gested by Guo et a[7] for in-tube forced convection generationFig. 4 Comparison of proposed correlation results with the
process has been used to include the mixture effects. experimental data

tion

orre

N

2 4 6 8 10

Journal of Heat Transfer OCTOBER 2002, Vol. 124 / 977

Downloaded 06 Dec 2010 to 129.252.86.83. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



compression heat pump. The experimental data indicate that thi&] Moffat, R. J., 1988, “Describing the Uncertainties in Experimental Results,”
i i _ - Exp. Therm. Fluid Sci.1, pp. 3-17.

coaxial tUb.e in-tube hea? EXChanger can be used SUCCESSfu”y ] Guo, K. H., Shu, B. F,, and Chen, L. P., 1994, “Experimental and Theoretical

the absorption/compression heat pump and the heat transfer coet- sydy on Falling Fil Absorption Process,” Engineering Thermal Physi6s,

ficient can be enhanced in the forced convection absorption pro- pp. 160-17Qin Chinesg, ISSN 0253-231X.

cess compared to the falling film absorption. Results demonstrat€’] <EBU& K. H-t, fgfnd Z., Sgu, B& Fc and 't\/lenell, tZ-bX-,Gl996, t“_Thegfetlcal gnEd
H H H H Xperimental uay on Force onvection In-tube Generation Process, n-

%Ihat ttT‘Ie presl.sure dcﬁﬁ InRthzez test Secttlop Inc[':easels Wlfth thde trl’?atss gineering Thermal Physic&7, Suppl., pp. 187-190in Chinesg, ISSN 0253-

ux, the quality and the R-22 concentration. It is also found that = 31x.

the heat transfer coefficient increases with the mass flux, the qual-

ity, the R-22 concentration. In the present study, an empirical co

relation based on the model of in-tube generation process is a@n the Accuracy of Beam-Averaged

developed for the forced convective absorption process whi i
agrees well with the experimental data in the given experimen!aﬁlterferometnc Heat Transfer

range. Measurements
Nomenclature D. Naylor
A = heat transfer surface area?m e-mail: dnaylor@ryerson.ca
¢, = specific heat, kikg K) Department of Mechanical, Aerospace and Industrial
COP = Coefficient of Performance Engineering, Ryerson University, 350 Victoria Street,

d = diameter, m
D = diffusion coefficient, rf/s
h = heat transfer coefficient, Wh? K)

Toronto, Ontario, Canada, M5B 2K3

hiy = latent heat of condensation, J/kg
LMTD = log mean temperature difference Laser interferometry can be used in a three-dimensional tempera-
Q = heat transfer rate, W ture field to measure the average fluid temperature and heat trans-
Ry = the ratio of absorbent mass to the absorbate mass, fer rate, integrated over the length of an experimental model.
[(1—x)/x] However, such measurements are inherently approximate when
T = temperature, K the surface temperature varies in the direction of the test/object
U = overall heat transfer coefficient, VWi’ K) beam. In this study an analysis is performed to determine the
X = average R-22 concentration accuracy of beam-averaged heat transfer rate measurements
Y = average vapor quality made in ideal gases. Two analysis methods are considered. The
Subscripts first method is based on extrapolation of the near-wall tempera-
. ture field to obtain the surface gradient. In the second method, the
a = absorption temperature gradient at the surface is obtained directly from the
g = gas gradient of the fringe field. The results show that the intrinsic
I = nner error in the measurements depends strongly upon the form and
I = liquid magnitude of the temperature variation in the light beam direc-
0 = outer tion. Although the error in the measured heat transfer rate is
s = solution shown to be small for many commonly encountered conditions, it
tp = two phase can be greater than ten percent in extreme cases.
w = water [DOI: 10.1115/11482400
wa = tube wall
Greek Keywords: Convection, Heat Transfer, Interferometry, Measure-
« = thermal diffusivity, n?/s ment Techniques, Temperature
B = the slope of the curve in the phase equilibrium dia-
gram for DMA/R-22,— (dT/dx) .
w = dynamic viscosity, kgm 9 Introduction
p = density, kg/m A laser interferometer can be used in a three dimensional tem-
N¢ = thermal conductivity of the tube, Wh K) perature field to measure the average fluid temperature, integrated

N\, = thermal conductivity of the liquid solution, \Wh K) over the length of the phase object. Such beam-averaged measure-
ments have been made for a variety of three dimensional problems

Di ionl N
imensionless Numbers [1-5]. However, FranK6] has shown that the average tempera-

Pe = Pe number,Bcyx/hy, ture measurements are inherently approximate when the tempera-
Pr = Prandtl numberg,u/\ ture varies in the direction of the test/object beam. The error is
Re = Reynolds numbepud/u caused by the nonlinear variation of refractive index with fluid
Le = Lewis numbera/D temperature. In the present work, an analysis is performed to de-
X = Martinelli parameter, £, /ug) ®pg/p)*T(1-Y)/ termine the accuracy of beam-averaged heat transfer measure-
Y109 ments made in ideal gases. An improved understanding of intrin-

sic error associated with this technique, may promote its wider

application to three-dimensional heat transfer problems.
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beam enters the test section at temperalureand exits at tem- the error in the beam-averaged heat transfer rate calculated from
peratureT,, . This beam corresponds to the test beam of a Macthe approximate temperature measurements will also be small. It
Zehnder interferometer or the object beam of an holographic imdll be shown in the next section that this assumption is not al-
terferometer. ways correct.

As mentioned previously, when there is a temperature variation
in the direction of_the light beam_, the t_emperature that should Wnalysis of Beam-Averaged Heat Transfer Rates
assigned to an interference fringe is not exactly the beam- . o _
averaged temperature. The effective fringe temperature can be delhe heat transfer rate, averaged in the direction of the begm (
rived as follows(Naylor and Machir{7]): Consider a ray of light ¢an be expressed in terms of gradient of the average fluid tem-
in the test/object beam passing at a distap@bove the surface perature T) as
shown in Fig. 1. Neglecting refraction effects, for an ideal gas the —
fringe shift ordere(y) is related to the refractive index field T=—k ﬂ
N(x,y) as follows: Y%

1 1 )

- *

T(X*y)  Tref

_ 1
where T:f T(x*,y)dx* (5)
0

y=0
It is clear from Eq.(3) that, in general, the gradient of the effec-
tive fringe temperatured(T/dy|,—o) will not be exactly equal to

(1) the average fluid temperature gradie#iT{dy|,—). To assess this
source of error, two analysis methods for determining the heat flux
from an interferogram have been considered. The first is the tra-
ditional approach of calculating the near-wall fluid temperature
profile normal to the surface and using extrapolation to get the
hSéJrface temperature gradient. The second approach is based on
measuring the surface gradient of the fringe sm'tv,ay|y:0.

_ 1 [t N N _PGL 1
E(Y)—)\—O 0( (X,¥) = Nyep) X_R_)\o .

whereT . is the reference temperatuttejs the length of the test
model in the light beam directior®, is the gas pressur® is the
gas constantG is the Gladstone-Dale constant, ang is the
wavelength of the laser light source.

Now consider the hypothetical uniform temperature along t

light ray, T, that would produce same the fringe skhifl) as the
non-uniform distribution,T(x*,y). With this uniform tempera-  Temperature Profile Extrapolation Method. To gain an un-

ture, the fringe shift is derstanding of the accuracy of the beam-averaged heat flux mea-
surements, two dimensional laminar forced convection from a

e(y)= P_GL i_ i) ) non-isothermf_il plate has been simglated. Fringe_ fi_eld_s have been
RNo \ Ty Trer calculated using the temperature field from a similarity solution

and the simulated measurements have been compared to the exact
average heat transfer rates. Details of the similarity solution are
-1 given by Levy[8]. It will be outlined only briefly here.

Equating Egs(1) and(2) and simplifying gives

11
f mdx* 3) The surface temperature of the plate was assumed to have a
0 Y power function variation:

_Equation (3) is the effective temperature t_hat_should be as- To=(T = T.)(X*)"+T.. 6
signed to a fringe when the temperature varies in the test/object _

beam direction. But, in general(x*,y) is not known and cannot WhereT, is the surface temperature of the platexat=x/L=1.

be determined from a single interferogram. The approach takenlt@e governing equations for constant property, incompressible,

overcome this difficulty in several previous studies has been @undary layer flow over a zero incidence flat plate can be trans-

assume thaT; is equal to the arithmetic average fluid temperaf_ormed into the following ordinary differential equations:

Tf:

~

ture, T. With this approximation, it follows from E¢2) that 2f"+ff"=0 ()
ToT— (4) &P (1 )+ o 6'1=0 8
T eRNTe nPr’(1-6)+ - 0'f= ®8)
PGL where Pr is the Prandtl number and the following dimensionless
But, it is evident from Eq(3) that the fringe temperatuf; is not parameters have been introduced:
the arithmetic average df(x*,y). Recently, Naylor and Machin y , 0 u T—T
[7] have analyzed this source of error for a range of conditions =5 JRe f'= %= w 0= T-7 9
that are used in interferometric heat transfer experiments. The * s 7
study considered power function and periodic temperature varia-
tions in the beam direction, with water and ideal gases as the test
fluids. The results show that the difference betwd@erand T is 0:06 4 oe0.1
less than two percent of the overall beam temperature differer 005 ] 099
(Th—T.), even for the most adverse form of temperature distr  0.04 o=
bution in the light beam direction. For many commonly encoury/L ¢.03 59 3
tered experimental conditions, the intrinsic error was lessthanc g, = ———
percent. From these results, one might be tempted to assume — y,LT S—
0.00 : | —
0.0 0.2 0.4 0.6 0.8 1.0
Test/object
(b)

LV
;1‘,,1 ____————F _____ beamlightray @
u,

— b
XU T 3 T, . )
N Fig. 2 (a) Temperature contours of a forced convection
Local Surface Temp. Ty(x) boundary layer on a plate with a linear surface temperature

|t L variation (n=1) for Re,;=10% Pr=0.7, (b) Simulated beam-

averaged infinite fringe interferogram (T,—T,=20K, P

Fig. 1 Thermally developing flow over a surface with a tem- =100kPa, G=2.256X10"*m%kg, A,=632.8nm, L=0.4m, R
perature variation in the test /object beam direction =287 J/kgK, T.=300K).
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R 12 : . : lower limits of each curve correspond to a total fringe shift 5
g Pr=0.7 n= <ema=20. This is a typical range of total fringe shift for inter-
S 10 i ferometric heat transfer measurements. It should be mentioned
> 8 ] that smaller phase differences can be measured using modern op-
—= tical methodg9,10]. But, when interference patterns are recorded
S 6 on film, several fringes are usually needed to characterize the
|%|%. 'TT; 4 near-wall temperature profile. _ o
\ |% It can be seen in Fig. 3 that the error in the gradient is less than
‘i @ 2 two percent fom=0, 0.1, and 0.5, over the full range of surface
H%‘ . temperature differences. In fact far=0.5, which corresponds to
oo 0 T————————==—===——=——=r -~ ——— N a constant heat flux surface, the maximum error is only about 0.2
I . percent. But, for larger values of the exponent(1,2,4), the
2 0 2'0 4‘0 6'0 %0 error increases rapidly with the overall surface temperature differ-

. ence T, —T.) and can exceed ten percent in the most extreme

Surface Temperature Difference, T;-T., conditions. So, for these exponents, beam-averaged interferomet-
ric measurements could significantly under predict the average
age error in the surface temperature gradient, calculated using heat flux. These results were found to be independent of Reynolds
the actual mean temperatures and the effective fringe tempera- number and weakly dependent upon the parameter R(R./

t PGL/RA,=4.97X10° K, T.=300K which affects the optical sensitivity. _
ures (PGL/RXo ) In Fig. 3, results have been calculated up to a temperature dif-

ference ofT| — T..=80 K. At this temperature difference, the non-

linear variation of refractive index with temperature can cause
In Eq. (9), u., is the free stream velocity and Re is the Reynoldsubstantial measurement error. Whenever possible, the experimen-
number based on the distance from the leading e@geThe tal model length(L) should be extended to decrease the tempera-

Fig. 3 Effect of surface temperature difference on the percent-

boundary conditions for Eq¢7) and(8) are: ture difference needed to produce the desired fringe shift. How-
7=0 f=f'=0 ¢=0 ever, in many situations the model design requires a compromise
(10) between optical sensitivity and achieving the desired experimental

n—oe =1 6-1 conditions (Reynolds number, Rayleigh number, aspect ratio,

etc.). As a result, it may be necessary to operate at higher tem-

Equations(7) and (8) have been solved subject to the aboveye oy re differences than are optimal based on strictly optical

boundary conditions using the shooting method for temperat Ensiderations.

exponents in the rangesin=4. . It is interesting to note in Fig. 3 that for an isothermal surface
To illustrate the procedure used to calculate the fringe tempeI@'-:O) the inherent error in the beam-averaged gradient is not

ture gradient {T;/dyl,-o), Fig. 2(a)shows the isotherms in the zero. The error is not zero because gradient was calculated using

thermal boundary layer for a linear surface temperature distribélﬁective fringe temperatures{) that were calculated above the

tion (n=1.0), obtained from the similarity solution. The beam'i(:j;rface(at the locations of=1 and e=2). At thesey-locations

averaged fringe field was calculated from the temperature fiet . liaht t ¢ iati | the liaht b T
using Eq.(1). This fringe field is shown as a simulated interfero- ere is a slight temperature vanation along the light beamTgo,

gram in Fig. 2(b). This interference pattern was calculated for tiéll not be exactly the average fluid temperatur€)( For an
following set of conditions, which are typical for the applicatiorisothermal surfacel ;=T in the limit asy— 0. For this reason, the
of interferometry: G=2.256x10 * m®/kg (air), A,=632.8nm Fringe Gradient Method should be used on isothermal surfaces.
(He-Ne laser),R=287 J/kgK (air), P=100kPa,L=0.4m, T, This is discussed in the next section.
—T.=20K. These parameters correspond to PGR=4.97
X100 K.

Once the simulated fringe field was obtained, the surface te
perature gradient was calculated using the two fringes closest I
the plate surface. Effective fringe temperatures were calculat%

Fringe Gradient Method. The average heat flux can be de-
termined using an alternate method, which makes direct use of the
nge gradient at the surface. This is done by differentiating Eq.

and evaluating the result at the surface, as follows

numerically at the y-locations corresponding to fringe shift orders Je —PGL (11T
of e=1 ande=2, using Eq(3). In this calculation, the fringe shift ~ TRx f TZ3v] dx* (12)
order was taken to be zero at the surface. The surface gradient was Yly-o o JoTsdy y=0

then calculated using the effective fringe temperature at the fi|i§t . .
= . } " For an isothermal surface, the above equation can be rearranged to
fringe T¢| ., and effective fringe temperature at the second fnng@Ve the beam-averaged surface temperature gradient:

T¢|l.—», as follows
—R\oTZ 9

— aT]
T, __"holsde
PGL ay

Wyzoz(Tf|e:2_Tf|e:1)/(y2_yl) (11) ay
wherey, andy, are the locations of the first and second fringedJsing the above equation, the beam-averaged heat flux on an
This approximate gradient was compared to the actual gradié?f?thermm surface. can be cglculated with no intrinsic beam-
calculated in the same manner, using the actual average tempa¥graging error. This observation appears to have been first made
tures at the samg locations. In practice, higher order extrapolaby Papple and Tarasuk].
tion schemes are sometimes used to determine the surface gradFguation(12) can also be used to get the exact beam-averaged
ent from interferograms. But, since the same method #Hfat transfer rate on an isoflux surface. For an isoflux surface Eq.
extrapolation has been applied in both cases, the difference bk2) can be rearranged to give:
tween these gradients will give a meaningful indicator of the in- —
trinsic error associated with the interferometric measurements. ﬂ
Figure 3 shows the percentage difference in the surface gradient ay
calculated using the actual mean temperatures and the effective
fringe temperatures. Data are presented for various values of theapplying Eq.(14), the integral of the surface temperature varia-
surface temperature profile exponent,Note that the upper and tion could be obtained from thermocouple measurements.

(13)

y=0 y=0

__R)\o(;e
~PGL oy

(14)

11
—dx*
y—O[ oTs

y=0
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If the surface is neither isothermal nor isoflux, the average st X 14
face gradient [dT/dy|,_odx*) cannot be isolated in E¢12) and S 12 _{:deal g’as , =
the beam-averaged heat flux cannot be evaluated exactly. The » orced Convection
mainder of this work will consider the use of the following ap- 2 10
proximation of Eq.(12): & 8 =2
— — =X
Jd - R)\()Tg Je h — 1 % d " I?&* g 6
W ——PGL W whnhere Ts— OTS(X ) X (D|%*- ‘_:‘ 4 n=1
¥=0Japprox y=0 P S 5
a
N (15) ‘ oﬁ erbL%’ 0 n=0
In this case,Ts could be obtained from thermocouple measure %, =03
ments or from the optically measured beam-averaged surface te'fg|2 2 =01
perature. The accuracy of this approximate method to obtain ¢ -4 : : 1
erage heat transfer rates will now be considered. 0 20 40 60 80
Substituting Eq(15) into Eq. (12), it can be seen that the ap- Surface Temperature Difference, T,-T,
proximate mean surface temperature gradient is related to the
act surface temperature gradient as follows: (a)
Tl 1 2101147 ° 14
i = f T dx* f —— dx* (16) i Ideal Gas
ay y=0J approx 0 oTsdy y=0 = 12 { Free Convection
T
For forced convection over a flat plate with a power functio 3 10
temperature variatiofEq. (6)), the local surface temperature gra- & 8 1
dient is(Levy [8]): '_‘i 5 61
- o
aT 96l 9 |8 41
So=meTas ) e @) e
y y=0 7 7=0 y g |(%‘I o
whereC, is a constant for a fixed set of experimental conditions ¢ n=0.2
The error in the beam-averaged surface temperature gradient 'T:‘ 2
be calculated as: LI, 4 . : ,
(9— (9_ 0 20 40 60 80
- N Surface Temperature Difference, T,-T,
J
y y=0Japprox y=0Jexact (b)
aT
v Fig. 4 Effect of the surface temperature difference on the per-
y y=0lexact centage error in the surface temperature gradient, calculated
N 2 1 . using th_e fringe gradient for  (a) forced convection and (b) free
f T dX* f T,Zﬂ dX*_J' ﬂ dX* convection
S
_\Jo o ° Y y=0 o 9y y=0
- 14T . . o .
f _ dx* this case, if the surface temperature variation is a power function
o 9y y=0 given by Eq.(6), the surface gradient varies withas follows:
18 al _
- ( ) (9_ :CZ(X*)(SH 1)/4 (19)
where the local gradient at the surfacel(dy|,_,) and the sur- Yiy=o
face temperatureT() vary as given in Eq(17) and Eq.(6). whereC, is a constant for a fixed set of experimental conditions.

_Equation(18) has been evaluated analytically using a commesre gerivation of Eq(19) can be found in the similarity solution
cial symbolic computation program far=0 to .4. Calculations ?f the boundary layer equations by Sparrow and Giddg
have been done for a surface temperature difference range of @qyation(18) has been evaluated analytically for the local sur-
K<T —T.=<80K. The results are given in Fig(a). It can be (06’ temperature gradient and surface temperature variations
seen that the results are very similar to those in Fig. 3, which weg& o, in Eq.(19) and Eq.(6). The results, which apply to free
obtaine_d using linear temperature profile ex_trapolation. As pre onvection, are shown in Fig(d). It can be seen that the results
ously discussed, for this method the error is always zero for @5 free convection have a similar form the those for forced con-
isothermal surfacen(=0), when the surface temperature gradienfgction. Again, for an isoflux boundary condition+0.2), the
is calculated from the fringe gradient. As in the previous analysigeror in the gradient is small over the full range of surface tem-
for the constant heat flux case<0.5) the error is very small haratre difference. For larger valuegn=0.5,1,2,4), the error is
over the complete range of surface temperature difference. BSFeater than the forced convection case.
comparing Fig. 4(ajo Fig. 3, it can be seen that the Fringe Gra-
dient Method gives slightly higher level of error than the Tem- .
perature Profile Extrapolation Method for4.0. But, it would be Concluding Remarks
unusual to encounter such an extreme surface temperature variaFhe intrinsic error associated with beam-averaged measure-
tion in a practical convection problem. For most applications, bothents is often inadequately addressed or simply ignored in many
methods will have a similar level of error. Note that the results iprevious interferometric studies. In the current work, an analysis
Fig. 4(a)are for forced convection, but are independent of Prandihs been performed to assess this measurement error, using solu-
number, Reynolds number and the parameter that affects the tpns for two classical convective heat transfer problems. The re-
tical sensitivity (PGLAR). sults show that the measurement error in the beam-averaged sur-
This approximate “fringe gradient method” has also been agace temperature gradient will not always be small. For both
plied for free convection from a vertical nonisothermal plate. Imethods considered, the error in beam-averaged temperature gra-
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dient was less than one percent, when measurements were naggular techniques to obtain high resolution, full field heat trans-
on an isothermal or isoflux surface. However, the error in ther coefficient distributions for many applications. Especially for
beam-averaged heat flux was found to be greater than ten perctrg,investigation of internal cooling problems, for example in gas
under some extreme conditions. turbine blades, this technique has become a powerful experimen-
Ref tal tool [1]. Thereby, the question of the correct choice and deter-
eterences mination of the fluid reference temperature to be used for the
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: If this technique is applied to a long internal coolant channel,
. the heat input into the fluid will increase the fluid temperature and
Bulk Temperature Development in therefore the reference bulk temperature is a function of stream-
. wise position and time. The use of Ed.) where the fluid tem-
Transient Heat Transfer Measurements perature is taken as constgetual Ty) with space and time will
Using Heater Foils lead in this case to a wrong result for the heat transfer coefficient.
Itis the aim of the present paper to describe a simplified model for
the fluid bulk temperature development during this kind of tran-
Jens von Wolfersdorf sient experiment similar to the one describe@4for the case of

University of Stuttgart, Institute for Aerospace heated flow. The first step is the derivation of an analytical solu-

. . tion in case of uniform heat transfer coefficient. Then the simpli-
Thermodynamics, Pfaffenwaldring 31, 70569 Stuttgart, fieq model will be described leading to a simple expression for the

Germany bulk temperature space and time development. Using this expres-
e-mail: Jens.Vonwolfersdorf@itlr.uni-stuttgart.de sion in the boundary condition for the semi-infinite wall-
conduction-convection problem, solutions for the local wall tem-
perature history are obtained, which should be used in transient
test analysis. The comparison between the analytical solution, nu-
MRrical solutions and the simplified model is used to show the

transient _heat trgnsfer experiment for internal channel_ COOIIngpplicability of the approximations made in the simplified model's
investigations using heater foils is addressed. An analytical SOlHéveIopment

tion for uniform heat transfer coefficients is derived which shows
the effect of wall heating on the bulk temperature during a tran- . .

sient test run. A simplified model is proposed for characterizing Analytical Solution

the bulk temperature development by introducing an upstreamThe analytical solution for the conjugate convection problem
heat transfer parameter. With this, analytical solutions for thevill be determined for the case of an uniform heat transfer coef-
local wall temperature history can be derived. The presented sieient h. The fluid enters the chann@lerimeterU, which is as-
lution can be used for data reduction of transient tests of this kindumed to be constantith a mass flonm. The energy equation
[DOI: 10.1115/1.1482403 for the fluid can be written as:

Keywords: Heat Transfer, Measurement Techniques

The time and space development of the fluid bulk temperature i

mcp‘;—lf =hU(T,(x,t) = Te(x,1)) @)

1 Introduction where axial heat conduction effects have been neglected with the
Transient heat transfer measurement techniques using Therdfdial condition:
chromic Liquid Crystals(TLC) are nowadays one of the most Ti(x,0 =T, @)

Contributed by the Heat Transfer Division for publication in treugnaL o~ and the boundary condition at the channel entrance:
HEAT TRANSFER Manuscript received by the Heat Transfer Division April 25, 2001; _
revision received March 22, 2002. Associate Editor: H. O. S. Lee. Tf(O,t) - To (4)
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Fluid T, T,
—_— o T{(x,) —> ) o Tdx.t)
Qw ! i
b >
4=yt ds s T
Heating layer — g 4. ED Sex g axnt o
X
l q Fig. 2 Description of simplified model
S
y

1.e-10 leading to about 30 terms in the sums. Nevertheless for the
range of parameters usually found in the transient experiments
considered (BiFo<6), the solution is suitable for comparison

Semi-infinite solid M with the following simplified model.
3 Simplified Model

Fig. 1 Energy balance at the model surface For the determination of the time variation of the fluid tempera-
ture at a given positiorx a simplified one-dimensional model
similar to the one given if4] is proposed. The fluid enters the

The solid wall will be considered as a semi-infinite body. Neglec&hannel a=0 with a constant temperatufig, and is heated up

ing again axial heat conduction effects leads to: to the positionx by the convective heat flux at the waj},. The
5 total amount of heat transferred up to the positiois for a con-
0_'FS: 9Ty for 0=<y<o (5) stant perimetebJ:
a2 ay? =Y 5 )
with the initial condition: Q(X,t)=Uf qw(§,t)d§=Uf h(&)(Tu(£:1) —Te(&1))d¢
0 0
Ts(x,y,00=Ty (6) ©)
and the boundary condition at the fluid-solid-interface: This heat flux is described by a time dependent, space-averaged

heat fluxg; and a single averaged heat transfer parame(&j,
both of which are characteristic for the measurement location
(see Fig. 2).

S

“Ag—
ay y-

_q h(Ty(y=0)—Ty=h

q+Tf T) (7)

A small times solution to this system of equations can be derived 1 _ a(x) % _

using Laplace Transforms and power series expansions as de ar(x.t)= f w(gDde= —— | (Tw(&)=T(£1))dE
scribed in[4] for the fluid and the solid wall temperatures. Since (10)
the main interest is the fluid temperature development, only this
solution will be given here: wh

T Ty 2 th@)(TW(e.t)—Tf(§,t)>d§
fﬁTref_TO = \/—;BI \/F—o—exp< 4St— )BI \/—o 0

ere

a(x)= (11)
- (Tw(£,1) = Te(&,1))dé
«| 2 +> 1,(4St )(Bl\/—o” fo

‘/; n=1 r( n) This definition implies that the fluid entering the channel experi-
2 2 ences at any timea constant heat flux boundary condition and a
o (j-1 1 n constant lumped heat transfer parameter up to the position of in-
+2 E (—1)i-n (4St ) terest. Therefore one obtains from a simplified energy balance
=2 | A= (n=D!ni(j—n)! equation for the time history of the fluid temperature at the posi-

tion x the simple expression.

1 .
X (j—1)! ———=(Bi JFo)! u
(=Dt =57 (Bi VFo) ® i) =To+ Qy(X,t) X (12)
F §+ E me
From Eg. (1) one knows the wall temperature response to the
where heating based on the inlet temperatiige Using a heat transfer
q h hu coefficienth, based on the inlet temperature and not on the local
==T—To, B=—, b=—, fluid temperature one obtains:
h Ns mc,
T—T ht h
Bi?Fo=p%at and 4St-=bx. ho—5—= —ex;{ k. e ( OJ) (13)
B dn q s Vs

The left hand side of Eq13) is the ratio of the local convective
heat flux into the fluid to the total heat dissipated in the heating
Eyer per area. Therefore one can approximate the time history of

As mentioned, this equation is valid for sufficiently smaflat as
usually found in the transient experiments considered.
Numerical investigations of this equation have shown, that f
Bi’Fo>6 the solution starts to deviate, probably due to numeric
accuracy in calculating the infinite sunfgery large and small

e heat flux up to the positior in Eq. (12) by using a space-
averaged heat transfer coefficient based on the inlet temperature.

terms cancel out each otheas well as due to the validity of the q Nt hovt
; L . o f ho 0
small times approximation. In these investigations each summa- —=1-ex o er (14)
tion was performed until the individual contributors were less than a s \/k—s
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This average heat transfer coefficient is defined as:

— 1 (x
ho=;J0 ho(£)d¢ (15)

For the case of a constant heat flux and a constéx} up to the
positionx as implied by Egs(10) and(12), the relationship which
exists betweetny(¢) and a(x) is given by:

o
ho=—" 15— (16)
1+ o, 3
Integrating Eq.(16) according to Eq(15) one obtains:

alU
— In[ 14+ —Xx
o T | A 17
a alU an
—X
mc,

using the parametek for brevity.

x=d.1m (analy’t\cal)ﬁ

i x=0.3m (analytical) |
x=0.5m {analytical)
x=0.1m (approximation)

®/ - .

x=0.3m (approximation)
x=0.5m (approximation)
x=0.1m {numerical) |
x=0.3m (numerical) |
x=0.5m (numerical} |

I» » » O OO0

tins

Fig. 3 Comparison of the simplified model with analytical and
numerical solutions  (uniform heat transfer coefficient distribu-
tion)

With this the simplified model of the fluid bulk temperaturooundary condition Ec(7) applying Duhamel's Theorem for the

development is given from Eq§l2), (14), and(17) by:

) a’t
Tf—TO—.q—x[l—exp(—A2

mc, ks (18)

ant
erfc( —\/—A

Vi
Now one can solve for the wall temperature history using(E§)
as the fluid temperature boundary condition. Solving E5j5.(6),
and (7) one obtains for the general case whew#+ h:

U h%t hyt
TW7T0=(.q—x+ S) 1fexp{— erfc —\/—>
mc,” h ks Vks
U 1 2t t
+ g—x {ex;{a—Az)erfc ﬂ—A
me,”| @ ke Jke

L L] o

For the special caseA=h the solution is given by:

U h?t hylt U
TW—TO:(g—x+9 l—ex;{—)erfc(—\/— +.q_x
mc,  h K Vks mc,,
2 hyt 2h%t p(hzt (h\ﬁ
X|—=—=———exp ~—|erfgf —= 20
‘ﬁm . R TG) @O

time dependency. From this, the heat input into the fluid was
determined for a given mass flow rate assuming a constant area
channel with constant perimeter and therefore hydraulic diameter.

For this comparison the following data are used. A 500 mm
long square cooling channel with a hydraulic diameter of 20 mm
is considered. A mass flow rate of 0.01 kg/s with an inlet tempera-
ture of 293 K enters the channel. The wall material is assumed to
be Perspex (Kz=569 W,sS/n?K) with an initial temperature
equal to the fluid inlet temperature. For the heat transfer coeffi-
cient a value of 250 W/AK is used for both, the local heat trans-
fer coefficient and the upstream heat transfer parameter. The
heater foil is taken to dissipate an area-specific heat flux of
10000 Wint leading tog/h=40 K, which is typical for the tran-
sient experiments considered. Figure 3 shows the time develop-
ment of the fluid bulk temperature at the stream-wise positions
x=0.1m, x=0.3m, andx=0.5m. The agreement between the
analytical and the approximative solution is generally good with
some small differences at the last station. The maximum differ-
ence between the solutions is within 5 percent.

As a second comparison a heat transfer coefficient distribution
is randomly generated with values between 100 ¥Wmand
400 W/ntK. The simplified model is compared to the numerical
solution in Fig. 4, where for the heat transfer parametet the
respective positions the average heat transfer coefficients xp to
=0.1m, x=0.3m, andx=0.5m from the random distribution
have been used. Also in this case the agreement is very good,
which shows the applicability of the assumptions made in the

These equations should be used for data reduction purposes inﬁpliﬁed model's development. The mod&lq. (18)) is therefore

transient tests considered for the determination of the heat tran

| suited for pre-test estimation of the importance of the fluid's

coefficients. Therefore more than one local wall temperature indi-
cation using, e.g., liquid crystals is needed to determine the two

unknownsh, the local heat transfer coefficients aadthe up-
stream heat transfer parameter.

4 Results and Discussion

The simplified model of the fluid bulk temperature developmer

(Eqg. (18)) will be compared to the analytical soluti¢gqg. (8)) for

038

‘—x=0”1rtr|'('r|umer>cal) |

——x=0.3m (numerical)
07

x=0.5m {numerical) ‘
© x=0.1m (approximation)
© x=0.3m (approximation)

6/ 08

0,5

04

the case of uniform heat transfer coefficient and with numeric
solutions using a one-dimensional method. In this method the or
dimensional thermal energy equation for an incompressible, ca
stant property fluid as a function of space and time with conve:
tive heat transfer to a semi-infinite solid was numerically
integrated taking into account the heat generating layer on t
solid-fluid interface. The heat flux split according to Fig. 1 wa:

determined using the prescribed local heat transfer coefficients

03

02

01

tins

and the calculated wall temperature from the analytical solution pig. 4 Comparison of the simplified model with numerical so-
transient heat conduction in a semi-infinite wall with the heat fluktions (random heat transfer coefficient distribution )
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upstream heating as well as for the final data reduction using E@§olutions of Radiative Heat Transfer
(19) and (20). . ) .

in Three-Dimensional Inhomogeneous,
5 Conclusions Scattering Media

A simplified model describing the time and space developmertt
of the fluid bulk temperature in a transient test with heater foils at M. Ruan
the wall is derived for internal cooling channel applications. This® "% .
model, which compares well to an analytical solution and numeﬁ-’ma”' ruanim@hope.hit.edu.cn
cal solutions is suited to estimate the heating effect on the mea-
surement results. Using the model in a transient test, two ubl. P. Tan
knowns (the local heat transfer coefficient and an upstream he8thool of Energy Science and Engineering,
transfer parametghave to be determined from wall temperaturgygrpin Institute of Technology,

indications. Harbin, PR China, 150001

Nomenclature

Symbols In the present study, we use the Monte-Carlo (MC) method to
a = thermal diffusivity simulate radiative heat transfer in three-dimensional inhomoge-
A = parameter, Eq(17) neous scattering unit cube with black or gray walls. The results

show that the averaging method of non-uniform radiative proper-

ties in each medium element has influence on the results. One
reasonable averaging method has been employed in our model. In
mean while, several characters of exchange factor have been em-
ployed to estimate the performance of pseudo-random numbers

Bi = Biot number

¢, = specific heat at constant pressure
dy, = hydraulic diameter

Fo = Fourier number

h = heat transfer coefficient . . . .
k = material parameter generator and the numerical uncertainty of MC simulation.
m = mass flow rate [DOI: 10.1115/1.1495519
g = heat flux per area
Q = heat flux
Stt ; ﬁrt]?:ton number K_ey_words: Hegt Transfer, Monte (_:arlo, Participating Media, Ra-
T = temperature diation, Scattering, Three-Dimensional
U = perimeter
X = stream-wise position
y = vertical coordinate
a = heat transfer parameter
\ = thermal conductivity 1 Introduction
p = density Radiative heat transfer in three-dimensional inhomogeneous,
@f - g_mal coordinate scattering media has played an important role in engineering ap-
= dimensionless temperature e . L
) plications. Because of the non-uniform distribution of temperature
Subscripts and absorbing gaseous species, and scattering particles concentra-
0 = entrance or inlet tions, the flame and combustion system should be treated as inho-
f = fluid mogeneous media. Some researchers have studied this problem
s = solid successfully by means of several methods, such as YIX method
w = wall [1] and MC method2]. Hsu et al[3,4] developed a benchmark
solution set using MC method and YIX method, while Guo and
References Maruyama[5,6] studied the same problem by REM method and
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2 Analysis Table 1 Conditions of different cases

. ) Case | Albedo @ B Constants in Eq. (3) Boundary conditions
2.1 Montg-(;arlo Simulation for the Exchange F_actor. B2 0o o 09501 & old biack walls
The total radiative exchange fact@xchange factorRD;; is de- E3 0.9 1 a=0.9,5=0.1 1 hot/5 cold black walls
fined as: fraction of emissive power of eleménivhich is ab- E4 0.9 -t a=0.9,6=0.1 1 hot/5 cold black walls
sorbed by elemerjt The MC technique is employed to calculate &7 09 1 “fS'O’ZS-O 1 hot/5 cold black walls
this factor. Solving a thermal radiation problem by MC implies =° | . e ! hot's °"“’g’aywa“s“fg§)
simulating a series of stochastic process. There are a great nun ' ) N 1 hov cold gray walls (& =0.2)
e . E23 0.9 1 a=0.9,6=0.1 1 hot/5 cold gray walls (& = 0.75)
of bundles emitting from each element, then the algorithm follow ., 09 . 409,501 h -
g e . - .9,6=0. 0t/5 cold gray walls (& = 0.75)
every bundle till it is absorbed by one element or goes out Of the
system. If totah; bundles are emitted from elemérib which n;;
bundles are absorbed by elemgrgo the exchange factor can be ) ) ) )
calculated asRD;;=n;; /n; . 2. Reciprocity relationshipe;F;RD;;=¢;F;RD;; , for two sur-
Several textbookgésuch as Modesf7] and Yang[8]) had de- face elemeni andj; &;FiRD;j=4x,;V;RD;;, for surface
scribed the MC simulation detailed. In general, the radiative prop- ~ €lement i and volume elementj; and 4«,ViRD;
erties have little relation with temperature, R®;; will be a con- =4k,jV|RD;; , for two volume element andj.

stant for a certain sizing grid and radiative property profile in 3. Conservation relationship: For an enclosure consisting of
medium. Because exchange factor is directly related with the M1 surface elements and M2 volume elements:
emitting power of element, we can calculate many radiative trans- E,-M:lls,-FjRDji +302 4k, V\RD=¢;F;, wherei denotes

fer properties of the medium, by means of the factor. the surface element OEJ-M:llsJ-FJ-RDJ-i +2{2":214Kakka Dyi

2.2 Energy Equation. In order to carry out numerical cal- =4xaiVi, wherei denotes the volume element.

culations, the enclosure should be divided into M1 finite surface-In general, the summation relationship can be guaranteed ex-
elements and M2 finite volume-elements, so the energy equatiaxtly, if the MC model has no theoretical errors. However, the
of elementi at radiative equilibrium is expressed as follows:  other two relationships cannot be agreed exactly at any time, be-
M2 M1 cause of the inevitable statistical error of MC method. If a set of
_ truly random numbers is used for the simulation, then the errors
Qi_jzl 4KajviRDjiEb(Ti)+k21 aFRBGE(T) (D) i decrease as the number of sample increase.

. o ) o One homogeneous, absorbing and scattering square medium
where Q; is the emissive energy of elementlf elementi is a jith optical thicknesscL = «L,=1 and bounded by gray bound-
sub-volume, therQ;=4x,;VEy(T;), and if elementi is a sub- gries is treated as an example. The scattering ailedd.5 and
surface,Q;=¢FiEy(Ti). Vi and «,; are the volume and the ab-|inearly scattering phase functioh(6)=1+cos@) is adopted. The
sorption coefficient of volume elementF, ande are the area gpjssivities of four boundaries are 0.5, 0.6, 0.7, and 0.8, respec-
and the emissivity of surface elemeat tively. The 5x5 square grid is used with side length of 0.2. Some

results about reciprocity relationship and conservation relationship
. . of RD are shown in Fig. 1. We can see that both mean errors of
3 Results and Discussion reciprocity and conservation relationship are decreased with the
increase of samples emitted from every sub-element. Our MC
e runs on Legend 2000 PIII/933. The total CPU time is
54.51(sec)for 5% 10° bundles per sub-element. The CPU time
or MC simulation is strongly relative with the optical thickness
d scattering albedo of medium, the emissivity of boundaries and
the simulated bundles. Except the characters mentioned above, the
symmetry ofRD in symmetric system is one other criterion of
1. Summation relationshifZ|_,;RD;; =1 MC model.

3.1 The Uncertainty Analysis. The exchange factoRD
has some properties that are similar to the view factor. These C
be used as benchmarks to estimate the performance of pse
random numbers generator, which is very important to MC pr
gram, and the uncertainty of MC simulation. For an enclosu
consisting ofN elements, the features are shown as follows:

Table 2 Relative difference between «; and «, (percent) (( a)

3 =0.9, (b)=0.1, z=0)
i X =4/ 39 29 19 0
i V=419 05611 1.4071 2.0266 2.4905 5.7082
| 3/9 1.4071 2.8595 3.5974 4.0453 8.8169
. . 2/9 2.0266 3.5974 42583 4.6246 9.8921
| —_— n
Conservation rlel’?mo 119 2.4905 4.0453 4.6246 49235 10.439
_.__
2 Reciprocity relation 0 5.7082 8.8169 9.8921 10.439 16.526

Table 3 Divergence of radiative heat fluxesat  y=z=0 and sur-
face heat fluxes at x=-—0.5 and y=0 (Case E2)

Mean relative error (%)

1+ MC T=F | 7=k o ‘ Error %
| * Divergence of radiative heat fluxes
o 007974 0.07919 0.07490 0.000030 5.727
i 39 0.15866 0.15746 0.14479 0.000071 8.751
L 2/9 023673 0.23500 021399 0.000125 9.818
199 031433 031228 0.28305 0.000143 10.327
%e\e-@\ i 0 039192 038951 0.33472 0.000152 16.369
0 I N T I . - — Surface hoat fluxes
0 1 2 3 4 5 9 0.01219 0.01224 001194 0.000072 2513
Bundles per-element (millo) 39 0.01564 0.01572 0.01528 0.000075 2.880
219 0.01892 0.01862 0.01822 0.000101 2.195
Fig. 1 The satisfaction with reciprocity and conservation rela- 9 0.02103 0.02084 0.02019 0.000116 3219
tionship of RD 0 0.02202 0.02164 0.02104 0.000096 2852
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Table 4 Emissive power at y=z=0 (Case E3, E4 and E7) Table 8 Surface heat fluxes at x=-—0.5and y=0

E3 E4 E7 z El13 | o w E23 ‘ ol ‘ El4 ‘ o ’ E24 ‘ N
x MC Present S MC |Presem Sl MC |Present o

-4/9 | 0.43933 0.00016 0.69411 0.00019 0.43439 0.00021 0.68302 0.00016
-4/9 [ 046100 0.45660 0.00221 0.47660 0.47455 0.00261 0.64420 0.64343 0.00126 39 | 044502 000008 0.69872 000015 043783 0.00011 068244 0.00019
2 02w 02806 tow 020w 0aseer bamto 03siop 0w oomes 2 | G456 O0ODII 069042 000012 05750 000l6 067915 000018

-1/9 | 0.44723 0.00009 0.69928 0.00016 0.43701 0.00009 0.67557 0.00017

19 | 021830 021821 000126 022430 022471 000126 024700 024644 0.00072
0 ]0.16650 0.16687 0.00099 0.16640 0.16781 0.00123 0.16640 0.16622 0.00032 0 044744 0.00015 0.69905 0.00016 0.43667 0.00025 0.67402 0.00012

1/9 10.12580 0.12756 0.00098 0.12120 0.12162 0.0009% 0.10760 0.10875 0.00037
2/9 |0.09642 0.10168 0.00086 0.08987 0.09582 0.00084 0.06878 0.06982 0.00033
3/9 |0.07516 0.07612 0.00058 0.06820 0.06751 0.00064 0.04310 0.04321 0.00030
4/9  0.05986 0.06206 0.00059 0.05326 0.05490 0.00078 0.02484 0.02526 0.00028

K(x,y,z)=a(1* %)(17%)(17%)+b 3)

Table 5 Surface heat fluxes at  x=—0.5 and y=0 (E3, E4 and The constanta andb for several cases are listed in Table 1. A

E7) linear anisotropic scattering phase function is employ®&d?)
E3 b4 E7 =1+ B cos(@), the constanB is listed in Table 1 as well. For case
¢ | MC JPesent gy, | MC JPesent g, | MC [Peent o, E2 ynity blackbody emissive power in the medium is given. For

;‘g g;:g"g g;zﬁzz gggg'z gg“gg 0-26723 0.00010 0.73260 0.73349 000041 case E3, E4, and E7, the radiative equilibrium is assumed and
- . 1 1981 X 1 1951 0.95275 0.00021 0.62550 0.62675 0.00036 _ H H H
<2/9 1097620 097761 0.00019 093870 0.94071 0.00022 0.36670 0.56899 0.00044 Only one Of the blaCk Walls}(_ 05) has Un|ty emlss“le pOW_er.
-1/9 | 097310 097521 0.00017 092950 0.93208 0.00025 0.53450 0.53678 0.00060 The emissive power and surface flux, or radiative flux diver-
0 |097170 097379 0.00018 092530 092839 0.00016 052340 052485 0.00030  gence and surface flux for several cases are calculated. In actual
computation, 9X9X9 cubic grid with side length of 1/9 is used,
the bundles that emitted from one sub-element afefdOcase?2
and 14 for all other cases, so the total bundles are 1:218° for
x [ 49 [ 30 [ 20 [ -1 E]_E" [ o [ 25 [ 39 [ b case?2 and 1.215%0' for other cases. Each element is assumed to
-7 ; ! -
J=19 [ 03513 02426 0.1908 0.1542 0.1107 00930 00773 00614 00480 be homogenous for numerical calculation, although the medium
3/9 0.4350 3'3}133 ggg;g g.};gg gmg g.ggg g-gggg gvg;;f; g-gggg as whole is inhomogeneous. The mean extinction coefficient in
Yo |04Sa1 03its 035 02003 0167 0129 00065 007 00602 each element must be calculated firstly. In Hsu and Farmer’s paper
0 [04566 03645 0870 02182 0.1669 0.1275 0.1017 00761 0.0620 [4], we cannot find the formula for the mean radiative properties.
4/9 | 0.3583 0.2410  0.1949 0]534’( =0K11115 0.0916 0.0789 0.0589  0.0531 Comparlng Wlth the I’esults Of Ou';calcu'at“ﬁme Table 3), we
"3 | 04351 03154 02366 01769 0.1364 0.1106 00902 00647 00550 believe that the extinction coefficiery; at center of each element
2/9 |0.4391 0.3492 02637 0.1956 0.1559  0.1169 0.0913 0.0732  0.0582 | was treated as the mean Value by HSU and Farmer. HOWeVer, we

1/9 |0.4583 03574 0.2815 02091 0.1674 0.1253  0.0963  0.0751 0.0638 . . . ..
0 04599 03645 02878 02196 0.1662  0.1257 0.0972 00718  0.0662 think that the average extinction coefficient should be calculated

Homogeneous medium assumption ( ¥ =0.2125) as follows:
y=4/9 | 0.3588  0.2438  0.1870  0.1466  0.1200 0.0985 0.0783 0.0659 0.0552

39 04230 03103 02302 0.757 0.1403 0.1128 00901 00727 0.0599

20 | 04568 03413 02638 0.1983 0.1549 01217 00962 00792  0.0653 —

19 | 04587 03625 02782 02135 0.1638 0.1282 0.1015 0.0801  0.0659 K| = k(X,y,z)dv dv (4)
vj vj

0 04602 03674 0.2727 0.2092  0.1660  0.1343  0.1031  0.0834 _ 0.0668

Table 6 Emissive power at z=0 (Case E3)

The extinction coefficients that calculated by two kinds of av-
Table 7 Emissive power at y=z=0 erage methods are different. The relative difference between them
are shown in Table 2, in which the coordinates at center of volume
element are represented as this element. The maximum relative

-4/9 | 0.30662 0.00378 037164 0.00468 031964 0.00391 0.38520  0.00452 diﬁerence iS appeared at the center Of the CUbe. Certainly, thlS

-3/9 | 0.27602  0.00254 0.31835 0.00265 0.28845 0.00183  0.33233  0.00261 . - . . . .

-2/9 | 0.22659 0.00121 0.26186 0.00201 0.23505 0.00176 0.26789  0.00221 klnd Of deVIatlon WI” be l_-educed as the grlds IncreaSIng' For case

/9 | 019747 000122 020758 000115 0.19944 00009 021201 ooo19  E2, we calculated the divergence of radiative heat flux based on

0 | 016595 000099 016635 000123 0.16646 000123 0.16534 000105 Kk, and k; respectively(see Table 3). The relative difference pro-

1/9 | 0.14339 0.00105 0.13273  0.00065 0.14221  0.00086  0.13017  0.00083 file is also shown in Table 3‘ which is just close to the difference

2/9 0.12516  0.00131  0.11066  0.00050  0.12065 0.00133  0.10588  0.00110 distribution betWeenTZ and?l. In mean time, the SUrface heat

3/9 0.11634  0.00113  0.09496 0.00079 0.10970 0.00105 0.08845 0.00071 —= — . .

4/9 0.10831  0.00134 0.08382 0.00073  0.10493 0.00168 0.07992  0.00088 ﬂUX was CalCU|ated based OQ and K1 respectlvely, and reIath€l
differences between them are almost same and close to the differ-
ence betweer, and«; in the medium-elements which are near
the surfaces. For cases E3, E4, and E7, suppese,, the cal-
culating values are shown in Table 4 and 5. In these tables, the

One of the most straightforward ways of estimating the erroMC” indicates Hsu and Farmer’s valugg}], andoq is defined
associated with the sampling res8{tN) is to break up the result in Eq. (2) for | =10.
into a number ofl sub-samplesS(N;), then the variance or ad- For case E2, the energy source is unity blackbody emissive
justed mean square deviation can be obtained as foll@ys power in medium and all six walls are blackbody and cold. The
walls only absorb energy, which can be treated as heat sink, and
have no reflection and emission. So this is a non-radiative-

x E13 | o | E23 | o1 El4 o | E24 o

|
2__
i T11-1) 241 [S(Ni) = S(N)]? @) equilibrium problem. The extinction coefficier (or absorbing
coeffici_entfcai:wffi) has'influence on not c_JnIy transferring and
whereS(N)=1/13!_,S(N;) is the mean value of §(N;). absorbing power in medium, but also emitting powek {A/;Ey)

of each source element. There is different emissive power in dif-
3.2 Inhomogeneous Media With Black Walls. The radia- ferent volume element due to the different absorbing coefficient.
tive heat transfer in a unit cube with black wall was calculated b§o the value of the average extinction coefficient has great influ-
YIX and MC methods in Hsu and Farmer’s papét. We simulate ence on radiative heat transfer for case E2.
the same problem in this paper. The coordinate origin lies at theHowever, for case E3 and E4, the source is one of the black
center of the cube ané 0.5<(x,y,z)<0.5(m) is the domain of walls with unity emissive power and radiative equilibrium is as-
computation. The inhomogeneous extinction coefficiemt ¥)  sumed. The extinction coefficient has no influence on the source,
distribution is given by no matter which mean extinction coefficient is adopted, there is
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little difference in results. Even when we simplify the inhomogeE |ectric Network Representation of the

neous unit cube as homogeneous one, in which the mean exti

tion coefficientx=0.2125 is averaged by Eq3) in the whole ansteady Cooling of a Lumped
cube, there is no obvious difference in emissive power of mediu H

The emissive power a=0 of case E3 with different extinction rBOdy by Nonlinear Heat Transfer
coefficients by three average methods are shown in Table 6. FNIOdeS

case E7, the optical thickness is large, how to calculate mean

extinction coefficient has little influence on radiative transfer.

Francisco Alhama
3.3 Inhomogeneous Media With Gray Walls. In present Dpto. de Fsica Aplicada, E.T.S. Ingenieros Industriales,

study, the radiative transfer in a unit cube with gray and diﬁusgn'vers'dad Politenica d-e Cartggena,

wall is simulated. The conditions of different cases are listed #0203 Cartagena, Murcia, Spain

Table 1. The inhomogeneous extinction coefficient distribution is

same as above. For case E13, E14, E23, and E24, the radiagvatonio Campol

unity blackbody emissive power. The results are shown in Tabl?%catello ID 83209

7 and 8. It can be seen that the decrease of wall emissivity will ’

decrease the emissive power in the medium near hot surface ords: Analog Techniques, Cooling, Forced Convection,
increase it near cold surface. For all our cases, a constant valueNg ural Convection, Radiation

emissive power is kept as about 1/6xaty=z=0, which is just

the exact solution. It proves the precision of our model once more.

Introduction

The solution of the unsteady heat conduction equation in a solid
. body is difficult because of the dependence of the temperature on
4 Conclusions the space variabig) and time. In most situations, the solution

In this paper, the Monte-Carlo method is used to simulate rgought is approached by establishing a distributed model consist-
diative heat transfer in three-dimensional inhomogeneous, ani$eg of a partial differential equation, the boundary conditions and
tropically scattering media. In numerical simulation, a piecewig" initial condition.
constant interpolation of radiative properties should be used. Bas!n general, the rate of heat conduction in a solid body absent of
ing upon our calculation, how to average the inhomogeneous raternal heat generation is dependent upon two resistances: the
diative properties in one medium element will have influence daternal resistance inside the body and the surface resistance be-
the results. Although both property evaluation methods are d:een the body surface and the surrounding fluid. Within this
proximate, it can obtain more reasonable results to simulate 8§ple framework, there are two limiting cases of importance, case
means of one suitable averaging property. The performance (8} negligible internal resistance and cagg negligible surface
pseudo-random numbers generator is very important to the pre@sistance. The former is associated with a small temperature
sion of MC model. Several characters of exchange factor havariation inside the body and a large temperature difference be-
been employed to estimate the performance of pseudo-randbigen the body surface and the fluid. Putting this statement in
numbers generator and the numerical uncertainty of MC simulBerspective, the body can be considered as a “lump” with nearly
tion. Finally, the radiative heat transfer in a unit cube with grayiniform temperature at any instant of time. This simplified ap-
walls is simulated, and the results can be treated as a benchm@fRach establishes the basic assumption in the lumped model.

From a physical standpoint, there is an electric analogy to the

lumped model, owing to the mathematical equivalence of the

lumped heat equation to the equation that governs the voltage in a
Acknowledgments resistance-capacitance electric circlilie so-called RC circujit
However, it is important to stress that the electric analogy in ques-
fiGn applies exclusively when the heat exchange between a solid
body and a fluid occurs by a linear heat transfer mode, such as
forced convection, where the forced convection coefficient re-
mains constant during the entire cooling period.
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forced convection(2) natural convection, an¢B) thermal radia- E(t)
tion. Also, there is a possibility that two of these modes are com- \
bined.

For the sake of generality, the solid body in this work has been oo
conceived as a small metallic sphere whose volume/surface area
ratio V/A amounts tdD/6, but the theory is equally applicable to .
plates and cylinders. For simplicity, the chosen coolant is air at J l
standard atmospheric conditions. The thermal properties of both
metal and air are taken as uniform and are evaluated at the proper Ce
film temperaturel ;= (T;+T..)/2. .

Forced Convection Cooling. The cooling of a lumped sphere T + E :T
by a forced flow of a single-phase viscous fluid is described by the E(O):T el ©
lumped heat equation along with the initial condition ! p—

a:—Gh(T—TX), T(0)=T, (1) .
In this differential equation of first order, the forced convection
coefficient,h, is constant and its magnitude may be taken from
the experimental-based correlation equation recommended by 1
Whitaker[1]: -

N_u:2+(0.4 Ré”2+0.06 Ré/3)PIO.4 ) Fig'. 1 Electric circuit for forced convection cooling of a me-
tallic sphere

psCsD

which is valid for gases and common liquii3.7<Pr<380)op-

erating within the range of 38Re<7.6x10%. Other correlation

equations for higher Re have been proposed by Ahmed and Yo-

vanovich[2]. The validity of Eq.(5a) covers the interval € GrPr<10" and the
As the fluid velocity approaches zemn,—0, Re—0 in Eq. (2), spectrum of gases and common liquids witteBr7. An equally

so that the fluid motion tends to disappear giving way to a no-flonandy correlation equation for GrPA.0' is found in[4].

condition. This limiting condition yields a constant Nusselt num- As the instantaneous temperattfeof the sphere approaches

ber Nu—2(a diffusive limit). Sinceh— 2k, /D, the heat transfer the air temperaturé.,, the fluid motion tends to disappear giving

mode switches from forced convection to conduction in a statiomay to a no-flow condition equivalent to G40. Similar to the

ary infinite air medium around the sphere. case of forced convection, this limiting condition is characterized
The forced convection coefficienh, may be isolated for air by @ constant Nusselt number N (a diffusive limit)in Eq. (5a)
(Pr=0.7)in Eq. (2), leading to the function and the_heat transf_er mod_e _sywtch_es fror_n natural convection to
" . conduction in a stationary infinite air medium around the sphere.
F=2E n E 0 3':'( UwD) +0 OE( UxD) ®) The natural convection coefficierit, for air (Pr=0.7)may be
D D| Va ' Va extracted from Eq(5a) resulting in the function

where the subscript “a” in the thermal propertiks andv , iden- — a k,
tifies the air. Once the air velocity, is assignedh turns out to be h=2 D + 0'413D174(
a constant quantity in the temperature donfdin,T,].

Introducing Eq.(3) into Eq. (1) and separating variables sup-where again the subscripta” in the thermophysical properties

1/4
L) e @

a

plies the exponential temperature distribution ka, v4, andg, are indicative of air. Contrary to the case of linear
— forced convection cooling emblematic of a constanover the
T()-T. [{ B 6h -t) @) temperature domaifiT..,T;], now for natural convection E{6)
T-T. psCsD indicates thah is by no means a constant quantity oy&r, ,T;].

which has been the trademark of the lumped model under tfhhea(;:tuallt);,_tgngg theddlgmzta antc_itthtﬁ ‘Tr te_mper_z:l,lt;éx .ar(:
assumption that the forced convection coefficidntjs constant Ixed quantitiesh is a derived guantity that varies wi © msan-

ith and Boh h ) /6h b taneous temperaturd@, Specifically, for laminar natural convec-
(i_(relt and Bohn(3)). In Eg. (4), t e quantitysC,D/6h may be tion of air, h is regulated by the nonlinear temperature function
viewed as the product of the capacitance and the resistance, +€ — =

the thermal time constart . h(T) in Eqg. (6)! whose range i$h i ,Nmax]- Substituting Eq(6)
into Eq. (1) leads to
Natural Convection Cooling. The lumped heat equation for

. e - . . . 1/4
the sphere, along with the initial condition, is given again by Eq. d_T_ B E e Ka (9Ba — \54
(1). The natural convection mode implies that the cooling of th8SCSD dt 12D (T=T..) 2'478D174 7{ (T=T..)
sphere is driven by a buoyant upflow of a single-phase viscous 7

fluid. In this regard, the natural convection coefficiedntmay be

e f . . .In all likelihood, the nonlinear first-order differential equaticf)
?ou?:rmlriﬂiﬁ)[/zlt]he experimental-based correlation equation credltgggs not admit an analytic solution. Notwithstanding, adoption of

the temperature transformation

— hD rPpL/4 —T—
Nu=k—=2+0.589(f(Tr)) (5a) 0=T-T. ®)
a

converts Eq.(7) into Bernoulli equation(Polyanin and Zaitsev
wheref(Pr) stands for a “universal” Prandtl number function [5])

9/16]4/9 [
f(Pn=|1+ _6 (5b) “When the buoyant a_ir flow is turbu!ent, the temperature function is of the form
Pr (T—T.)*3, but the solution procedure is unaffected.
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_beo 1

%+aa:fb05’4 60(0)=T,—T 9) e=
’ T psCs D

dt

where the coefficientsd” and “b” are computed from the ratios The denominator of the integrand on the LHS of Ei8) may be
broken into partial fractions. Subsequently, after evaluating the

(14)

12k, 1 2.478k, [ gB,\ ¥ integrals and rearranging terms, the solution of @), though in
a=—— =, b= (—2 ) N (10) implicit form, delivers the analytic temperature distribution
psCs D PsCs Ua D
Despite that the presence 67 prevents Eq(9) from being lin- 1 |[T-T,| 1 |T,-T. - T
ear, the equation does admit an analytic solution vi iableg N[z~ 5In —tan Y| —| +tan ! —|=—2et
, q ytic solution via a variablg ™\ 77|~ 21 7T T. T,

transformation. Lettingi= 6~ Eq.(9) is modified into a linear (15)
differential equation in the new variablewhich is amenable to
the method of separation of variables. In the end, the analyfi¢ this equation, it is apparent that the numerical evaluatidrirof
temperature distribution may be written as terms ofT is direct. Thermal radiation cooling does not lead to an
exponential solution, so a time constant, as such does not exists.
T(t)—T., a 4
T-T.

al (12)
(a+ b)eXP( Z) —b Electric Circuits

It should be noted that the structure of Etjl) deviates markedly f Fo[jmd Cont\./er(inolr) Coo::ng.t tWhefn the ;gt?]“n? chjurs by
from the structure of Eq4) for forced convection cooling. Natu- orced convectioria linear heat transter mogehe forced con-

ral convection cooling does not lead to an exponential solution, ¥gction coefficient is a constant quantity and the electric circuit
a time constant as such does not exists. analogous to the thermal system is shown in Fig. 1. In the thermal
system, the thermal resistanceRs- 1/h, the thermal capacitance
is C=p<cD/6, the thermal potential i§— T., and the heat flow is

. In the electric circuit, the electrical resistanceRis, the elec
trical capacitance i€, the electrical potential IE—E.., and the
current isj. To construct an electric circuit that would behave
exactly similar to the thermal syster(t) —E..=T(t)—T.., the

ratio p,csD/6h needs to be equal to the time constBgE€,, and
the initial voltage of the capacitor is identical to the initial tem-
tive analysis, the two key assumptions &fl:the sphere surface ia: R.=1/h, C.=p.c.D/6, E(0)=T, andE, =T, .

is gray, and(2) the configuration factor between the sphere an When the switcl§,, in the electric circuit of Fig. 1 is closed at

the air space is onfg8]. _ X L
) . . . t=0, the energy stored in the capacitog is discharged through
Although Eq. (12) is nonlinear, fortunately it does admit Nipe resistancér,. As a result, internal energy is stored in the

analytic solution. Thus, separating variables and integrating fr . . : .
the initial condition {T,.0) to a given arbitrary conditionT(t), YMermal system, whereas electric charge is stored in the electric

Thermal Radiation Cooling. If a hot sphere is cooled by
thermal radiation in air, the lumped heat equation, together wi
the initial condition is described by

dT -
psCsD 4 = —6esa(T'—To),  T(0)=T, (12)

. circuit.
yields Current textbooks on heat transfdor instance[3]) report the
T dT t RC electric circuit for forced convection cooling with a constant
f TA-T4 7eJ dt (13)  forced convection coefficier that involves a capacitor and a
T: % 0 . .
: resistor in parallel to the voltage source. Conversely, the old text-
where the coefficient &” is computed from the ratio: book by Giedt{6] presents a RC electric circuit containing a ca-
E() S | Eq)  Sw
X - ] Lo 0
O Ras e Rt bt e |
T Jnc ) ) T jnc ‘ Gnc
C Jact l Jnc2 Ce. i _ K
€ 1 p—
TE(()):T- * E(0)=T ) o f
! — Eo=Tw ' Eo=To —
— J—
—4
4 -
(a) (b)
Fig. 2 Electric circuit for natural convection cooling of a metallic sphere
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.{L

E(0)=T; T i

(a) (b)

Fig. 3 Electric circuit for thermal radiation cooling of a metallic sphere

pacitor and a resistor in series to the voltage source. We opted ﬁo(rglga/yg)l/“(T—Tw)W“, turns out to be a function of the voltage
the latter and the electric circuit sketched in Fig. 1 is identical t&ynonymous with the temperatiii@ the capacitor.
the one used if6].

Thermal Radiation Cooling. Let us state Eq(12) in the al-

Natural Convection Cooling. For natural convection cooling ternate form

(a nonlinear heat transfer mogdehe natural convection coeffi-
cienth is no longer constant; that i, depends on the instanta-
neous temperatur€ of the sphere. For the design of the electric
circuit analogous to the thermal system cooled by natural convec-
tion a different avenue needs to be taken. The nonlinear, non- o o o )
homogeneous first-order ordinary differential equati@nis re- Where the radiation coefficiefi(T) is given by the function
written in terms of the currerjtin the following form

daT
psCsD qr = —6esoh (I(T-To), T(O=T;  (18)

h(T)= e (T2+T2)(T+T..) (19)
jnc_jnc,l_jnc,zzo (16)
) sinceT andT., are absolute temperatures.
where these elements are defined by The analogous electric circuit for the case of thermal radiation
cooling is designed by way of a voltage dependent res{s{bR)
dT in series with a capacitor and a constant voltage source as pictured
jne=psCsD rm (17a) in Fig. 3(a). The respective values of the capacitarCg

=pLh and the resistancB, =6e;0h,(T) may be readily de-
rived. The function for the VDR device is designated ®y (see
inci=—12(ky/D)(T—T.) (17b) Fig. 3(b)). The current of the source,=(T—T.)/R,
’ =6e,0h,(T)(T—T..) is just the same current in the capacijor

=psCD(dT/dt). The resistance ends are the voltage difference
inc.o= —2.478K, /DY (9B 1v)Y(T—T.)%  (17c) T—T... The initial temperatur@; provides the input for the initial
voltage of the capacitor. The discharge of the capacitor is con-
trolled by the source which in real time gives a current that de-
pends on the voltage in the capacitor. The constant voltage source
may be eliminated in the electric circuit of Fig(l3 since its
influence in the solution is taken into account in the equation that
specifies the current in the sourGg .

In the spirit of an electric analogy, E(L7a)is the current of a
capacitor whose capacitance@s=p,csD and Eq.(17b) is the
current of a resistor whose resistanceRis;=D/(12k). The re-
sistance ends are the voltage differedceT... Meanwhile, Eq.

17c)is the current of a voltage-dependent resisiiDR) whose . X T . .
(17¢) g P ¢ ) When the switcts,, in the electric circuit of Fig. 3 is closed at

. . o 1/4 2\ /4T _ 1/4
resistance isRe,=2.478(ka/D")(9fa/v) “(T—T.) " The £=0, the energy stored in the capacit®y is discharged through

initial voltage of the capacitor corresponds to the initial tempejxr-Ie resistanc®, , . As a result, internal energy is stored in the

tureT; . Now, taking into account the signs of each of the currentz -~ system, whereas electric charge is stored in the electric
according to Eq(16), the analogous electric circuit is illustrate bsircuit

in Fig. 2(a).

When the switclS,, is closed at=0 in the electric circuit of  Computer Tools for Electric Circuit Analysis. Electric cir-
Fig. 2(a) the energy stored in the capacit@, is discharged cuits containing linear elements, such as voltage sources, currents
through two resistor®, ; andR, ,. As a result, internal energy is and resistances can be analyzed in straightforward mathematical
stored in the thermal system, whereas electric charge is storedviaty. Clearly, these three elements are associated with the forced
the electric circuit. The variable resistor in Figa2is substituted convection mode. Important circuit elements, such as diodes, tran-
by a VDR device which for short is denoted by the symBql in  sistors, and voltage-dependent resistMBR) are nonlinear and
Fig. 2(b). In this device, the currentncf2.478G<a/D1’4) computer tools for the analysis of circuits containing these ele-
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ments are readily available in the market. One of these nonline@xperimentm Validation of a

elements, the voltage-dependent resistor may be connecte(kgo . .
natural convection and thermal radiation modes. The best-knokaOMbined Electromagnetic and

family of software tools for electric circuit analysis that includ i
linear and nonlinear elements is namath@ation Fogram with Thermal Model for a Microwave

Integrated_@cuit Emphasis(SPICE) Nagel[7]). In order to use Heating of I\/IuIti—Layered Materials
SPICE, the analyst must first provide a complete description

f . .
the electric circuit. This step is done through a series of elememsmg a ReCtanQUIar Wave Guide

statements, with one such statement for every element in the eit

cuit. Second, these statements are followed by control statemenis,

which instruct the program what needs to be calculated. TB RattanadeCho .
e-mail: phadu@blue.nagaokaut.ac.jp

Department of Mechanical Engineering,
Conclusions Faculty of Engineering, Thammasat University
ERangsit Campus), Prathumthani, 12121, Thailand

Under the premises of the powerful lumped model, the R
electric circuit that simulates forced convection coolifligear . .
heat transfer modewith a constant convection coefficient has<- AOKi and M. Akahori
been a staple in the theory of heat conduction for many decadegpartment of Mechanical Engineering, Nagaoka
[3]. However, for the equally important situations of cooling b)UniverSity of Technology, 1603-1, Kamitomioka,
natl_JraI con\{ectlor(nonllnear heat transfer mo)j_er therma_l ra- Nagaoka, Niigata, 940-2188, Japan
diation (nonlinear heat transfer modthe appropriate electric cir-
cuits do not exist in the heat transfer literature. These shortcom-
ings were precisely the source of motivation for undertaking this
study on advanced electro-thermal analogies. The heating of multi-layered materials by microwave heating with

When the cooling occurs by natural convection, the controllinggctangular wave guide has been investigated numerically and
natural convection coefficient is susceptible to the shape of tR¥perimentally. The multi-layered materials, which consist of the
solid body and its orientation. Because of this, the Nu correlatidayer of higher dielectric material (antireflection layer) and lower
equations may involve one, two or even three terms and the dlielectric material (sample), have the convergent effect of the in-
propriate electric circuits may vary slightly from the one sketchegident microwave in sample, and it can change the heating pattern
in Fig. 2. In contrast, the electric circuit for thermal radiatiorin the sample with ease. In this study, the effect of an antireflection
cooling regardless of the body shape is given by Fig. 3. layer thickness on the heating process is clarified in detail, con-
sidering the interference between incidents and reflected waves in
the dielectric materials. Based on a model combining the Maxwell
and heat transport equations, the results showed that when a layer

Nomenclature of lower dielectric material is attached in front of sample, the

a,b = constants in Eq(10) microwave energy absorbed and distribution of temperature
C = thermal capacitance, J/K within the sample are enhanced. The predicted results are in
C. = electric capacitance, farads agreement with experimental results for microwave heating of
e = constant in Eq(14) multi-layered materials using a rectangular wave guide.
E—E. = electric potential, volts [DOI: 10.1115/1.1495521
h = forced or natural convection coefficient, WArk . . .
h,(T) = radiation coefficient, W/fhK Keywords: Heat Transfer, Materials, Microwave, Modeling, Nu-
j = current flow, amperes merical Methods, Thermal
Q = heat flow, W .
R = thermal resistance, K/W 1 Introduction
Re = electric resistance, ohms The microwave heating of layered materials has been studied
T—T. = thermal potential, K by many investigators, including Etternbeit], Gori et al.[2],
Greek letters Nikawa et al.[3], Ayappa et al[4] and Lin and Ghandh[5].

Although most previous investigations are deplete with numerical
simulations of simple model in one-dimensional form, there are
only few papers have been reported on microwave heating of
layered materials inside a rectangular wave guide, especially a full
comparison of the space-time evolution of temperature between
References simulated results with experimental heating data. Part of the rea-
[1] Whitaker, S., 1972, “Forced Convection Heat Transfer Correlations for Flo0N may be that analysis of microwave heating of layered mate-
Past Flat Plates, Single Cylinders and Single Spheres,” AIChE&].pp. rials is considerably more challenging due to the influence of di-
361-372. electric properties in each layer, resulting to the complex

[2] Ahmed, G. R., and Yovanovich, M. M., 1994, “Approximate Analytical Solu-. t ti £ mi field with | d terial
tion of Forced Convection Heat Transfer From Isothermal Spheres for dlpteractions of microwave field wi ayered materials.

0 = temperature transformation for natural convection,
-T., K

Prandtl Numbers,” ASME J. Heat Transfe]6 pp. 838—843. For microwave heating process, deep and localized heating
[3] Kreith, F., and Bohn, M. S., 199®rinciples of Heat TransferFifth Edition,  technique for the dielectric material layer are sometimes de-
West, New York, pp. 120-126. manded. When microwave fields are used, the depth of penetra-

[4] Churchill, S. W., 1990, “Free Convection Around Immersed Bodies Fami-

sphere Heat Exchanger Design HandbpGk F. Hewitt, ed., Section 2.5.7, tion is generally shallow and it is difficult to heat deep-lying layer

Hemisphere, New York. and _relatively large layered volumes yv!thout ex_cessive surfe_lce
[5] Polyanin, A. D., and Zaitsev, V. ., 1995landbook of Exact Solutions for heating. In order to overcome this difficulty, using the muilti-
Differential Equations CRC Press, Boca Raton, FL. layered material approach is one of the best means. The authors

[6] Giedt, W. H., 1957 Principles of Engineering Heat Transfevan Nostrand,
Princeton, NJ, pp. 283-286.

[7] Nagel, L. W., 1975, “SPICE2: A Computer Program to Simulate Semi- Contributed by the Heat Transfer Division for publication in tf@UBNAL OF
Conductor Circuits,” Memo No. UCB/ERL M520, Electronic Research LaboHEAT TRANSFER Manuscript received by the Heat Transfer Division October 10,
ratory, University of California, Berkeley, CA. 2001; revision received April 22, 2002. Associate Editor: P. S. Ayyaswamy.
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suggest that the microwave energy absorbed and distributionxe plane. Corresponding to electromagnetic field, temperature
temperature within the sample are enhanced when a layer of loviietds also can be considered in two-dimensional model. The
dielectric materialcalled antireflection layeiis attached in front model proposed is based on the following assumptions:
of sample(called higher dielectric material

The characteristics of microwave heating of multi-layered ma-
terials studied here are potentially applicable to design of electro-1) The absorption of microwave by air in rectangular wave
magnetic hyperthermia system for the treatment of cancer. The guide is negligible. _
using of lower dielectric material as a mean of antireflection layer 2) The walls of rectangular wave guide are perfect conductors.
allowing more of the microwave energy can deposit deep inside3) All materials are non-magnetic. )
the human tissues to keep them at the desired temperature elev4) The packed bed is an isotropic medium and thermal proper-
tion. Furthermore, the concept of microwave heating of multi- _ ties of packed bed are constant. _
layered materials can be also useful for explaining the drying5) The liquid phase is incompressible fluid.
phenomenon in a fundamental level, particularly the complex in- 6) The effect of the sample container on the electromagnetic,
teractions of microwave field with multi-layered materials. Con-  Vvelocity and temperature fields can be neglected.
sidering microwave drying of porous materialRatanadecho

et al.[6]), the drying layer takes place on a front retreating frof, je “the governing equations for the electromagnetic field can

the surface into the interior Of the samp_le dividing it into WGye written in term of the component notations of electric and
layers, dry and wet layers. Inside the drying front, the sample js, hetic field intensitieRatanadecho et a6,7))
wet, i.e., the voids contain liquid water and this layer acts as '

higher dielectric material. Outside the drying front, no liquid wa- JE, IHy

Maxwell's Equation. Assuming the microwave ofTE;,

ter exists, all water is in vapor state and the dry layer acts as the o M (1)
lower dielectric material. The changing of dry layer thicknéss

lower dielectric materialwould change the intensity of electric IE, aH,

field, wavelength and location of maximum microwave energy - 2)
absorbed with respect to drying times. This phenomenon explains

why the understanding of interactions of microwave field with oH. oH JE

layered materials much be carefully performed. 7( axi &ZX =0Eyte 3_ty 3)

Since the microwave heating of layered material is very com-
plicated, consequently, the study in microwave heating of layergghere, permittivity or dielectric constant magnetic permeability
materials should be systematically studied. This work, the micrg; and electric conductivityr are given by
wave heating of multi-layered material based on a two-
dimensional model with experimental data, in which the micro- e=gog;, M=pg, o=2mfetans 4)

wave of TE;o mode operating at a frequency of 2.45 GHz, IEe dielectric properties are assumed to vary with temperature

Iring the heating process. To determine the functional depen-
gpce of the temperatuf@], the theory of mixing formulas is
used(Wang and Schmugdé®]). Further, all boundary conditions
for solving Maxwell’s equations have been already presented in
previous work(Ratanadecho et dl6]).

completely presented in order to validate the possibility for usin
the multi-layered materials as a heating sample. The result p
sented here provides a basis for fundamental understanding
microwave heating of multi-layered materials.

2 Experimental Configuration

S ;'grL:]reW;S S;?nvésnggﬁroeég%grcvear:}gr cépp;rggfb -Lhrztig"cg?vga&posed to incident wave is obtained by solving the conventional
fr)équency of 2.45 GHz. Microwave ehoergy was gene?ated Hg?at transport equation with the microwave power included as a
magnetronMicro Denshi Co., model UM-1500it was transmit- cal electromagnetic heat generation term:

ted along thez-direction of the rectangular wave guide with inside

dimensions of 110 mm54.61 mm toward a water load that was

situated at the end of the wave guide. The water |dader

Heat Transport Equation. The temperature of the material

absorbing boundajyensured that only a minimal amount of mi-
crowave was reflected back to the sample. The sample heated "
a packed bed of 50 mm in thickness, which was composed E @ ——
glass beads and water, called a higher dielectric material. T Wave
antireflection layer was also a packed bet=(1.0 mm) which oo x
was composed of glass beads=(1.0 mm) and air, called a lower @ / . .
dielectric material. The sample and the antireflection layer a Y _E Y Dielectric
arranged in series perpendicular to direction of irradiation via == /Mater:al
rectangular wave guide. During the experiment, output of magn
tron was adjusted at 1000 W. The powers of incident, reflected a — & 54.61 /ﬂ
transmitted waves were measured by a wattmeter using a dir PR
tional coupler(Micro Denshi Co., model DR-5000The tempera- ®\ 5 Lx=109.22
ture was measured with a Luxtron fluroptic thermometer mod z )
790 (accurate ta+0.5°C).
Magnetron
. . . . Power Monitor
3 Analysis of Microwave Heating Using a Rectangular omputer
i Thermometer
Wave Guide @ ®Rectangular Wave Guide
Physical Model. Figure 2 shows the physical model for the Ei';?“t’};g:f'sg::g'rer

microwave heating of multi-layered materials using rectangul:
wave guide. Since microwave &, mode which propagates in
rectangular wave guide is uniformed yadirection, the electro-

magnetic field can be considered in two-dimensional model on Fig. 1 Schematic of experimental facility

®Reflexionless Termination
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Fig. 2 Physical model
aT,  [PT, PT\  Q 0 , , . , , ‘
*J:a-(fzj+7zj)+ j 5) 0 10 20 30 40 50 60
at N ax? 92| pj-Cy Thickness of antireflection layer 5 [mm]

where,T is temperaturea is thermal diffusivity,p is density,c, is i o ] ) )
heat capacity at constant pressure, and subgafiotes lower or Fig. 3  Variation of the reflection rate versus thickness of anti-
higher dielectric materials. The local electromagnetic heat genefgflection layer
tion termQ; is directly depended upon the electric field distribu-
tion defined as:
) along the center axisxg&54.61) of rectangular wave guide, for
Qj=2m-f.&q g, (tand)Ey (6) the cases of without and with antireflection layer, is presented.
The boundary conditions for solving heat transport equation af&€ vertical axis represents the intensity of the electric figjd
shown in Fig. 2. which is normalized to the amplitude of the input electromagnetic
wave, Ey, .
In Fig. 4, corresponding to that case without antireflection layer
(6=0 mm), since the microwave passing through cavity having
The experimental results for the microwave heating of multiow permittivity is directly irradiated to the sample having high
layered materials were compared with predictions from matermittivity, large part of microwaves are reflected from the sur-
ematical model. Some of the input data for electromagnetic afgte of the sampléas referred to Fig.)3and a stronger standing
thermo-physical properties are given in Table 1. wave with larger amplitude is formed within the cavity by the
In order to predict the electromagnetic and temperature fieldss@perimposition of forward wave propagated from the wave input

finite difference time domaiiFDTD) method is employed. The region and of the reflected wave from the surface of the sample.
total 110250 cells in computational domain are used in the nu-

merical calculation. Since the propagating velocity of microwave
is very fast compared with the rate of heat transfer, different time

4 Results and Discussion

steps ofdt=1[ps] and 1[s] are used for the computation of the .
electromagnetic field and temperature profile and the spatial step 1.6 ~-
size ofdx=dz=1[mm] is selected. U.i§1 0 :

4.1 The Variation of the Reflection Rate. Figure 3 shows m\0.5
the variation of the reflection rate versus the thickness of antire- X 5
flection layer. It is found that the reflection rate strongly depends lf 0.0 __
on the thickness of antireflection layer and displays a wavy be- 05
havior with respect to the thickness. The maximum and minimum B 4ol o
reflection rates that occur in each thickness of antireflection can be ﬁ L :
clearly seen in that figure. This variation of the reflection rate is -1.5 SRR
caused due to the interference between transmitted and reflected 2.0t - i i e,
waves in an antireflection layer. The predicted results are in good o 50 100 150 200 250

agreement with the experimental results. Depth z [mm}

4.2 The Distribution of Electric Field. To understand the Fig. 4 Distribution of electric field in case without antireflec-
distribution of electrical field inside the rectangular wave guidgon layer on the sample
and the multi-layered materials, the simulation analysis is re-
quired. For different heating sample configuration, the electric

field pattern even with the same microwave power level. In Figs. 15 ]
4-6, the simulation of the typical electric field @fE;, mode 21 o
i R

Table_l The elgctromagnetic and thermo-physical properties D 0.0b
used in computations i.%

SN -05
£, = 8.85419 x10"YF/m], p, = 4.07 x107 [H/m] £
€, =10, £, =51 3-1.0 >
. =10, 1, =10, f, =10 U155

=0.0 tand =0.01 _2.04....l M | P | S o o 0y .

tand, = 0.0, ano, 0 50 100 150 200 250

p, =1.205[kg/m’],
C,. =1.007[KI/(kg-K)],

, =2500.0[kg/m’],  p, =1000.0[kg/m’]
C,, = 0.80[kl/(kg-K)], - C,,, = 4.186[kI/(kg - K)]

Depth z fmm]

2, = 0.0262[W/(m -K)],

4, = 1LO[W/(m-K)],

A, = 0.610[W/(m-K)]
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Fig. 5 Distribution of electric field in the case that antireflec-
tion layer is attached on the sample  (6=32 mm)
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Fig. 6 Distribution of electric field in case that antireflection

layer is attached on the sample (=16 mm) Fig. 8 Temperature distributions in case that antireflection

layer (6=16 mm) is attached on the sample

However, the electric field within the sample is almost extin-
guished where the electric field attenuates owing to microwate peaks of the temperature distribution decay slowly along the
energy absorbed, and thereafter the microwave energy absorbe@r@pagation direction. The distribution of temperature for case of
converted to the thermal energy. antireflection layer with thickness of 32 mm is nearly the same as
Figure 5 shows the distribution of electric field for the case dhat without antireflection laye(Fig. 7), except at the surface part
antireflection layer with thickness of 32 mm is attached in front oif the sample where the temperature drops due to the conduction
sample. It can be seen that the distribution of electric field for thi@ heat to the antireflection layer.
case is nearly the same as that without antireflection Ié5igr 4). ~ When the antireflection layer with thickness of 16 mm is at-
Therefore, the presence of antireflection layer at thickness of B&hed in front of sample, the distribution of temperature is higher
mm slightly affects the distribution of electric field, due to théhan those cases without antireflection layer and attaching the an-
large part of microwaves are reflected from the surfeas re- tireflection layer with thickness of 32 mm. This implies that with
ferred to Fig. 3). the presence of suitable antireflection thickness, a stronger stand-
Figure 6 shows the distribution of electric field for the case dhg wave with larger amplitude will be formed within the sample,
antireflection layer with thickness of 16 mm is attached in front gfonsequently, a higher maximum temperature will be produced.
sample. With the presence of antireflection layer, the small part @@mpared to the results for other cagés0 mm andé=32) at
microwave is reflected from the surface of the santpkereferred
to Fig. 3). Since the large part of microwaves can further penetrate
into the sample, the wave reflected from the sample-air interfa~~
at the lower surface has the same order as propagating wave. '
propagating and reflected waves will contribute to the standit

WAdth xfmm]
40 60

80

wave pattern with the larger amplitude and wavelength inside tl B0+
sample, such pattern can lead to higher microwave energy im., 1 [ S - 7010 80
sorbed in the interior in comparison with other cases. 8010 70
£ 2 " 5010 80
4.3 The Distribution of Temperature Field. The predic- N 4, % 4010 50
tions from mathematical model are compared with experiment<& 301040
microwave heating data in Figs. 7 and 8, which corresponds E-‘“’ 201030
that of initial temperature of 0°C at heating times of 30 s, alon 59 I 1010 20
with the center axisX=54.61 mm) of rectangular wave guide. It 01 10

is clearly seen that the distribution of temperature in the sample &2

wavy behavior corresponding to that of electromagnetic field ar

100 ——7p——r—v—T—r———T1——T——
P =1 kW] 5 cal. exp)]
x=54.61[mm] 0 {mm} _—
80 |- time=30[s] 16 [om] ---- & |
—~ AN 32[mmj ---- x
&) ’ .
=
® 60 |- .
- I
Y
L 40
§
~
20F....- .
0 A 1 ] " A ] A 1 1 1 .
-30 -20 -10 0 10 20 30 40 50 Fig. 9 Comparison between simulated results  (a) and experi-
Depth z[mm] mental results (b) for microwave heating in the case that anti-

reflection layer is attached on the sample  (6=16 mm., t=30s):
(a) simulated temperature distributions (Units: °C); and (b)
measured temperature distributions (Units: °C).

Fig. 7 Temperature distributions as a parameter of thickness
of antireflection layer
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heating times of 30 s, the maximum temperature is about 78°Homenclature
For other case$5=0 mm andés=32) with the same microwave
power level at the same heating time, it is about 50°C, which is
about 56 percent higher. The distribution of temperature with re-
spect to times for the case of antireflection layer with thickness of
16 mm is also shown in Fig. 8. The wavy behavior of temperature
distributions appear and rapidly raise with elapsed time because of
a stronger standing wave with larger amplitude is formed in the
sample and the antireflection layer protects the reflected wavé®
from the surface. The predicted results are in agreement with ex-
perimental results for microwave heating of multi-layered materGreek letters
als using a rectangular wave guide. 5 =

Furthermore, the distribution of temperature within the multi- e =
I_Ie_lk)]/ered rratﬁnals "? the vertical plang-g) is shﬁwn in F'g'f ﬁ &, = relative permittivity or relative dielectric constant

e result shows the greatest temperature at the center of heating ), _ i ormal conductivity of materialgV/m?K]
sample where the microwave energy absorbed is maximum. It can _ ; o

N ; = magnetic permeabilityH/m]
be seen that the agreement between the two heating patterns is *_ _ : g
; - . . o = electric conductivity{ S/m]

good, particularly concerning the location of the hot region. ® = angular frequencyrad/s]

From this study, the result predicts the possibility of effective )
depth and localized heating in a dissipative medium such as &ubscripts
electric material. It seems that a proper selection of the suitable o = free space
antireflection layer thickness could lead to the increase in the pen- 5 = air

a = thermal diffusivity[m?/s]

E = electric field intensityV/m]

f = frequency of incident wavgHz]

H = magnetic field intensityA/m]

P = power[W]

Q = electromagnetic heat generatipv/m®]
né = dielectric loss tangent coefficient

t = time[s]

layer thicknesgm]
permittivity or dielectric constar{t~/m]

etration depth and the heat generation in the dielectric materials. jn = input
p = particle
r = relative
w = water
X,y,z = coordinates
5 Conclusions Superscripts

!

The experimental and numerical of two-dimensional model for
microwave heating of multi-layered materials is presented in ord oferences
to validate the possibility for using the multi-layered materials
a heating sample. In this study, the influence of the thickness of1] Enenbe_rg, IMC., 198t5, "\‘AMlgrtlnwaéeC AHFse/pc\zgermIaSl%ndszgadlome"yi One-

: ; : : imensional Computer Models,” evip, pp. -527.
antireflection Iayer on the.mlcrowave energy absorb‘?d anq .hea.tm ] Gori, F., Gentili, G., and Matini, L., 1987, “Microwave Heating of Porous
pattern that develop within multl-laye_red materials is clarified in " \edia,” ASME J. Heat Transfer109, pp. 522—525.
detail. The results showed that the microwave energy absorbed as] Nikawa, Y., Katsumata, T., Kikuchi, M., and Mori, S., 1986, “An Electric
well as wavelength and distribution of temperature within the Field Converging Applicator with Heating Pattern Controller for Microwave

sample are enhanced when a suitable thickness of antireflectiay) ":;’g;';g‘e&mg'" poeE Trans. Mictowave Tgﬁﬁrégfdcff(?’fgéfﬁﬁfs}s of

layer (|0V\{er dielectric materifil is attached in front of sample Microwave Heating of Materials with Temperature-Dependent Properties,”

(higher dielectric material This is due to attaching the suitable AIChE J.,37, pp. 313-322.

thickness of antireflection layer decreases the reflected wave fror$] |Lm' J.C, aﬂd(ﬁ)an?(hhf %mlp'[ 19’|9Eﬁf’f“00mlfﬂ|1;|9f Methods for Efelglct}m% Field
H H H H H ntensny,” anapnook or blological ects o ectromagnetic Fieldsd ed.,

the surface of sampléigher dielectric ma_terlaa,l the latter arises Polk and Postow, eds., CRC Press, Boca Raton, FL.

from th? fact that the Iarge parts of _mlcrowaves can penetrat%] Ratanadecho, P., Aoki, K., and Akahori, M., 2002, “Influence of Irradiation

further into the sample. The propagating and reflected waves at Time, Particle Sizes and Initial Moisture Content During Microwave Drying of

each interface will contribute to the stronger standing wave with 'i/'Slilltl-'l-gi/efed Capillary Porous Materials,” ASME J. Heat Transfe24, pp.

the larger amp“tUde and.WaV6|?ngth’ re.sumng In a h'gh‘?r mICI’O-#ﬂ Ratanadécho, P., Aoki, K., and Akahori, M., 2002, “The Characteristics of

wave energy absorbed in _the interior in comparison with othe _ Microwave Melting of Frozen Packed Bed Using a Rectangular Wave Guide,”

cases. On the other hand, in other cases that the reflected wave is IEEE Trans. Microwave Theory Tech., pp. 1487—1494.

still higher resulting in a lower microwave energy absorbed in thel8] Von Hippel, A. R., 1954 Dielectric Materials and ApplicationsMIT Press,

H H H H H H Boston.

interior. The predlcted resu_lts are in agreement with experiment 9] Wang, J., and Schmugge, T., 1980, “An Empirical Model for the Complex

results for microwave heating of multi-layered materials using a Dielectric Permittivity of Soil as a Function of Water Content,” IEEE Trans.

rectangular wave guide. Geosci. Remote SenssE-18(4), pp. 288—295.

= interfacial position
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